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Example 1. Let S be the set of binary sequences of length 8.

Let A C S be the sequences starting with 111.

Let B be the sequences in S with five 1's.

Suppose we pick x from A at random. What is Pr(B)? i e
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Definition ( Conditional Probability )

Let S be a sample space and A and B two subsets of S. The conditional
probability of B given/knowing A, denoted by

Pr(B|A)

is the probability that a random outcome from A also belongs to B. It can be

obtained by the formula
Pr(BNA)

Pr(A)

Pr(B|A) =

Example 2. Assume two dice are rolled. What is the probability that, if they sum F :{Oné{e” )
up to at least 9 (event A) that both dice have the same value (event B).

The sample spae S= 7 (L,)) ¢ J¢i,5¢63 ISI= 66 =736.
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Four consequences of Pr(B|A) = Pr(Bn A)/Pr(A).

1. Switching A and B. -(A18)= P-(AN8) /Pr(B).

2. Multiplicative rule. f’r(ﬂ)ﬂr{& |A\‘:-_- Pr'(s OFD: ﬂ"(@ OB) = @"&3 : Pf"{ﬁ _“_3‘)
- 0{"'3]01"‘4&'
B= (8nA) U (ANE)
. e (@) = fr(®nAYU (A= P-(Bn A)+ R(ANE).
4. Bayes’ ?heorem. | e P{" [6): VP(A) Zall E‘AS LD G—(‘a‘*) Pﬂ"'(ﬁ\:ﬁ )g b\j (2).

G-(BlR) = Pe(an®) ey =, P> PIARD /B R

CreaY= CAR) @

(A

Michael Monagan and Jamie Mulhalland a4/7

3. Law of total probability.
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Example 3. Suppose 10% of olympic cyclists use steroid Z and the |0C develops
a test for Z with the following properties. df"j

1. If 3 cyclist is taking Z the probability they test positive is 0.99 i
2. If they are not taking Z the probability they test positive i -/24};(_ pa,j‘“rl:ﬁ.

Question: If a randomly chosen cyclist tests positive for Z, what is the
probability they are taking steroid Z.
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Definition ( Independent Events )

Two events A and B are independent if either one of them has probability 0 or
both have positive probabily and

Pr(B|A) = Pr(B) and Pr(A|B) = Pr(A).

For example, if we toss a coin twice, the first toss is Jndependent of the second.

N ey +o7

Two events A and B are independent if and only i

Pr(AN B) = Pr(A)Pr(B). |
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Example 4. Suppose Alex tosses a fair coin 3 times. Here the sample space
S={HHH. HHT . HTH. HTT, THH, THT, TTH. TTT}. Consider the events

A i Blpees g
A: The first toss is a H: A— {HHH,BHT JHTH HTT).  [Al=4 Pr(A)= Asy= 7= <Z
B: The second toss is a H: B = {HHH.HHT, THH. THT}. )Rl=% Fr(B) =1/z
C: There are 2 or 3 heads: C = {HHH, HHT ,HTH, THH}. Ic) =4 PrCY= /2.
Are A and B independent? i MS —= Pl'(f}) Pl‘(l"%s s '/(.f- IN%P v~
Y
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