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Introduction

The question whether there are integer solutions to the Fermat-equation

x

n

+ y

n

= z

n

can be read as:\Can the sum of two perfect n-th powers be a perfect n-th power itself?"

More generally, can three numbers both satisfy some additive relation and be of some special

multiplicative type? In this way, the ABC-conjecture is a generalization of Fermat's Last

Theorem.

1

First, a measure of multiplicative simplicity of a number is de�ned. This measure is such

that perfect n-th powers are indeed multiplicatively simple. The ABC-conjecture states that

no triples A;B;C exist that are both multiplicatively simple and satisfy A+B = C.

One generalization that springs to mind is to conjecture the same for n variables instead

of for 3 variables. This is the n-conjecture.

After a brief introduction in some special cases of the ABC-conjecture, following roughly

[Lan90], this text formulates ABC in quite a general setting. This formulation is generalized

to more variables. The rest of the text investigates relations between the ABC-conjecture

and the n-conjecture.

Some bounds concerning the ABC-conjecture are proved in [ST86]. Although not treated

in this text, it is important to know that ABC implies several important conjectures in

Diophantine geometry. This line of thought is described in [Voj87], [Fre87] and in [Lan90].

Furthermore, quite some work has been done trying to challenge the ABC-conjecture, that

is, �nding multiplicatively simple triples A;B;C such that A + B = C. See [Nit93] for an

approach using continued fractions and work of Herman te Riele for an approach using a

lattice basis reduction algorithm.

1

In the rest of this text, Fermat's Last Theorem is referred to as the Fermat Conjecture. This may seem

inaccurate with respect to the recent result of Wiles, but the name Wiles's Theorem seems to do no justice

to the work of, for example, Ribet, who displayed the connection between the Fermat Conjecture and the

theorem Wiles has proved. The name Fermat's Last Theorem, although most generally used, suggests that

Fermat did have a proof of his claim, for which no other indication exists but his own famous remark.

3



Chapter 1

ABC in Special Cases

1.1 Polynomial Case

In 1983, R.C. Mason proved a theorem for function �elds. In this section we will formulate

and prove this theorem for polynomials over C .

First we recall a concept from elementary ideal theory. If R is a ring and I � R is an

ideal, then the radical ideal of I is de�ned by

Rad(I) := fr 2 R : there is an e 2 f1; 2; : : : g such that r

e

2 Ig:

It is easy to check that this is indeed an ideal.

Let F (X) 2 C [X ] be a polynomial. We write

F (X) = a

k

X

k

+ a

k�1

X

k�1

+ � � �+ a

1

X + a

0

;

where a

i

2 C for i = 0; : : : ; k and a

k

6= 0. Since C is algebraically closed, we can also write

F (X) = a

k

k

0

Y

j=1

(X � �

j

)

m

j

where �

j

2 C for j = 1; : : : ; k

0

and �

i

6= �

j

for i 6= j.

Then by degF = k =

P

k

0

j=1

m

j

it follows that k

0

� k. We de�ne

r(F ) := k

0

to indicate the number of di�erent zeros of F . We call this the radical of F , since k

0

is the

degree of

Q

k

0

j=1

(X � �

j

), which is the generator of the radical ideal belonging to the ideal

generated by F .

For F;G;H 2 C [X ] not all constant polynomials with gcd(F;G;H) = 1 (which is equiva-

lent to saying that F;G;H have no zeros in common) such that F +G = H, we de�ne

h(F;G;H) := max(degF;degG;degH) and

r(F;G;H) := r(FGH) = r(F ) + r(G) + r(H);

where the last equality follows by

gcd(F;G;H) = 1 () gcd(F;G) = gcd(G;H) = gcd(F;H) = 1

4



CHAPTER 1. ABC IN SPECIAL CASES 5

because F +G = H.

We compare the multiplicative structure on C [X], symbolized by the measures h and r,

with the additive structure represented by F +G = H by de�ning

L :=

�

h(F;G;H)

r(F;G;H)

: F;G;H 2 C [X]; gcd(F;G;H) = 1; F +G = H

�

:

Theorem 1.1.1 The set L is bounded, denoted by supL <1.

This theorem can be proved e�ectively in the sense that the bound can be given explicitly.

Theorem 1.1.2 (Mason) Let F;G;H 2 C [X] such that gcd(F;G;H) = 1, at least one is

non-constant and F +G = H. Then

h(F;G;H) � r(F;G;H)� 1

Proof: We write

F (X) = c

1

Y

(X � �

i

)

m

i

;

G(X) = c

2

Y

(X � �

j

)

n

j

and

H(X) = c

3

Y

(X � 

k

)

l

k

:

Simple di�erentiating gives us

F

0

F

(X) =

X

m

i

X � �

i

;

G

0

G

(X) =

X

n

j

X � �

j

and

H

0

H

(X) =

X

l

k

X � 

k

:

Since (F +G)=H = 1 we have

�

F

H

�

0

+

�

G

H

�

0

= 0 and

(F=H)

0

(G=H)

0

= �1:

It then follows that

G

F

=

G=H

F=H

= �

(

F

H

)

0

=(

F

H

)

(

G

H

)

0

=(

G

H

)

:

By using that [logF ]

0

=

F

0

F

we have that

(F=G)

0

(F=G)

= [log(F=G)]

0

= [logF � logG]

0

= F

0

=F �G

0

=G:

This leads to

G

F

= �

F

0

=F �H

0

=H

G

0

=G�H

0

=H

= �

P

m

i

X��

i

�

P

l

k

X�

k

P

n

j

X��

j

�

P

l

k

X�

k

:

De�ne the radical polynomial of FGH by

R(X) :=

Y

(X � �

i

)

Y

(X � �

j

)

Y

(X � 

k

);

which means that r(F;G;H) = degR. It follows that

deg

R(X)

X � �

i

= deg

R(X)

X � �

j

= deg

R(X)

X � 

k

= r(F;G;H)� 1:



CHAPTER 1. ABC IN SPECIAL CASES 6

That means that

S(X) :=

�

X

m

i

X � �

i

�

X

l

k

X � 

k

�

R(X) and

T (X) :=

 

X

n

j

X � �

j

�

X

l

k

X � 

k

!

R(X)

are polynomials with deg S;deg T � r(F;G;H)� 1. But then

G

F

=

G

F

R

R

=

S

T

:

By gcd(F;G) = 1, it follows that degG � deg S and that degF � deg T . Since H = F + G

we have

degH � max(degF;degG) � r(F;G;H)� 1:

This proves that

h(F;G;H) = max(degF;degG;degH) � r(F;G;H)� 1:

�

Most striking is that this simple theorem which needs no more than elementary di�eren-

tiation proves the Fermat conjecture for polynomials.

Theorem 1.1.3 For n � 3, no polynomials F

1

; G

1

;H

1

2 C [X ] exist such that

F

n

1

+G

n

1

= H

n

1

:

Proof: Suppose a counterexample exists. De�ne

F

2

:=

F

1

gcd(F;G;H)

; G

2

:=

G

1

gcd(F;G;H)

and H

2

:=

H

1

gcd(F;G;H)

:

We have F

n

2

+G

n

2

= H

n

2

and gcd(F

2

; G

2

;H

2

) = 1. De�ne

F := F

n

2

; G := G

n

2

and H := H

n

2

:

We now have F;G;H 2 C [X] with F +G = H and gcd(F;G;H) = 1. The zeros of F , G and

H are exactly the zeros of F

2

, G

2

and H

2

respectively, so we have

r(F ) = r(F

2

) � degF

2

=

1

n

degF

and similarly r(G) �

1

n

degG and r(H) �

1

n

degH. That means that

r(F;G;H) �

1

n

degF +

1

n

degG+

1

n

degH �

3

n

h(F;G;H):

This is clearly in contradiction with Theorem 1.1.2 if n � 3. �
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1.2 Integer Case

In order to formulate Mason's theorem over the ring of integers, we have to translate the

quantities that are used.

The important properties of the degree of polynomials are that

degF +G � max(degF;degG) +O(1) and that

degFG = degF + degG:

These properties also hold for log jxj for integer x.

Due to unique factorization we have for all n 2 Z the unique decomposition

n = (�1)

e

0

p

e

1

1

� � � p

e

k

k

;

where p

1

; : : : ; p

k

are distinct prime numbers, e

0

is either 0 or 1 and the e

i

are positive integers

for i = 1; : : : ; k. The generator of the radical ideal of the ideal generated by n can be expressed

as

R(n) := p

1

� � � p

k

:

For a; b; c 2 Z such that a+ b = c and that gcd(a; b; c) = 1 we de�ne

h(a; b; c) := max(log jaj; log jbj; log jcj)

and

r(a; b; c) := logR(abc):

As in the previous section, we de�ne

L :=

�

h(a; b; c)

r(a; b; c)

: a; b; c 2 Z; a+ b = c; gcd(a; b; c) = 1

�

:

Conjecture 1.2.1 (weak ABC) supL <1

Stronger conjectures should say something about the bound on L. Simply replacing 1 by 1

will not work, as is proved by the following example due to W. Jastrzebowski and D. Spielman.

Lemma 1.2.2 2

n

j 3

2

n

� 1

Proof: Induction with respect to n, using that 3

2

n

� 1 is the di�erence of two squares. �

Proposition 1.2.3 There exist in�nitely many a; b; c 2 Z with a+ b = c and gcd(a; b; c) = 1

such that

h(a;b;c)

r(a;b;c)

> 1.

Proof: We de�ne

a

n

:= 3

2

n

; b

n

:= �1 and c

n

:= 3

2

n

� 1:

Each tuple (a

n

; b

n

; c

n

) in this sequence clearly satis�es a

n

+ b

n

= c

n

and gcd(a

n

; b

n

; c

n

) = 1.

We have

h(a

n

; b

n

; c

n

) = log a

n

= 2

n

log 3
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and

r(a

n

; b

n

; c

n

) = logR(a

n

; b

n

; c

n

) � log 3 + logR(c

n

)

� log 3 + log 2 + log

c

n

2

n

� log c

n

� (n� 3) log 2:

It follows that

r(a

n

; b

n

; c

n

)

h(a

n

; b

n

; c

n

)

�

log c

n

� (n� 3) log 2

2

n

log 3

� 1�

(n� 3) log 2

2

n

log 3

:

Taking n = 4; 5; : : : proves the proposition. �

Although this rules 1 out as an upper bound for L, it might be that 1 is an essential bound

in the sense that lim supL = 1. That means that for every � > 0 there are only �nitely many

a, b and c that satisfy the conditions in the de�nition of L such that

h(a;b;c)

r(a;b;c)

> 1+ �. Oesterl�e

and Masser conjectured just that.

Conjecture 1.2.4 (ine�ective ABC) lim supL = 1.

An e�ective form would be

Conjecture 1.2.5 (e�ective ABC) For all � > 0 there exists an e�ectively computable con-

stant C

�

such that for all a; b; c 2 Z with gcd(a; b; c) = 1 and a+ b = c we have

h(a; b; c) � (1 + �)r(a; b; c) + C

�

:

This inequality is often stated in the equivalent form

max(jaj; jbj; jcj) � C

�

R(abc)

1+�

:

In all three situations we can write

h(a; b; c) � (�+ �)r(a; b; c) + C

�

:

Weak ABC then conjectures � < 1, ine�ective ABC that � = 1 and e�ective ABC that C

�

is e�ectively computable for � > 0.

1.3 Implications

Each of the three versions of the ABC-conjecture implies a form of the Fermat-conjecture.

This leads to the weak, the ine�ective and the e�ective Fermat-conjecture.

If we have a triple x; y; z 2 Z such that x + y = z, then we can divide out any common

factor. We can assume gcd(x; y; z) = 1. Put a = x

n

, b = y

n

and c = z

n

. These three

numbers satisfy the conditions of the ABC-conjecture, with the additional information that

h(a; b; c) = nh(x; y; z) and that r(a; b; c) = r(x; y; z) � 3h(x; y; z). We write in accordance

with the previous section,

nh(x; y; z) � 3(�+ �)h(x; y; z) + C

�

:

It follows that

h(x; y; z) �

C

�

n� 3(�+ �)

:
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Proposition 1.3.1 If weak ABC holds, then there exists an n

0

such that for all n > n

0

there

are no x; y; z 2 Z with x; y; z 6= 0 such that x

n

+ y

n

= z

n

.

Proof: Fix � and let n ! 1. The bound for h(x; y; z) then approaches 0. It is clear that

h(x; y; z) � log 2. That means that from some n onwards, no solution can exist. �

Proposition 1.3.2 If ine�ective ABC holds, there are only �nitely many solutions to x

n

+

y

n

= z

n

with gcd(x; y; z) = 1 and n � 3.

Proof: We can take � = 1 and � =

1

4

. That means that

h(x; y; z) �

C
1

4

n� 3

3

4

:

For any n > 3 this puts a bound on h(x; y; z) = logmax(jxj; jyj; jzj), thereby limiting the

possibilities to a �nite number. If we take n = 4, we get a bound for all n > 3. For n = 3 it

has been proved separately that no solutions exist. �

Proposition 1.3.3 If e�ective ABC holds, then there exists an e�ectively computable bound

C such that any solution of x

n

+ y

n

= z

n

with n � 3 and gcd(x; y; z) = 1 satis�es

max(jxj; jyj; jzj) < C:

Proof: We have the same inequality as in the previous proposition, but here C
1

4

can be

determined e�ectively. Put C = exp(4C
1

4

). �

Conjecture 1.3.4 (strong Fermat Conjecture) The equation x

n

+ y

n

= z

n

has no integer

solutions for n � 3

From the last result, we could check the strong formulation of Fermat's conjecture with only

a �nite amount of calculation.

The ABC-conjecture is much stronger than the Fermat Conjecture. To illustrate that, we

show that the generalized Fermat Conjecture is also implied by ABC.

Consider the equation

Ax

r

+By

s

= Cz

t

:

Putting A = B = C = 1 and r = s = t gives the Fermat equation and putting A = B = C = 1

and y = 1 gives x

r

+ 1 = z

t

, which is the Catalan equation.

Theorem 1.3.5 (Darmon and Granville) If r, s and t are positive integers such that

1

r

+

1

s

+

1

t

< 1 and A, B and C are �xed, then the generalized Fermat equation only has �nitely many

integer solutions such that gcd(Ax;By) = 1.

Proof: See [DG94]. In fact, they show that some associated curve has genus greater than 1.

The theorem then follows by Mordell's conjecture that has been proved by Faltings. �

This theorem is implied by the ABC-conjecture.
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Lemma 1.3.6 Let r, s and t be positive integers. If

1

r

+

1

s

+

1

t

< 1

then

1

r

+

1

s

+

1

t

� 1�

1

42

:

Proof: Without loss of generality, we assume r � s � t. It follows that r � 2.

r = 2: From

1

s

+

1

t

<

1

2

it follows that s � 3.

s = 3: Then t � 7.

1

r

+

1

s

+

1

t

�

1

2

+

1

3

+

1

7

=

41

42

.

s = 4: Then t � 5.

1

r

+

1

s

+

1

t

�

1

2

+

1

4

+

1

7

=

19

20

.

s � 5: Then t � 5 because t > s. The sum in this case is even smaller than in the

previous one.

r = 3: Then s; t <

2

3

and s; t � 3.

s = 3: Then t � 4, where

1

3

+

1

3

+

1

4

=

11

12

.

s � 4: Then t � 4.

r � 4: Then s; t � 4, which implies that

1

r

+

1

s

+

1

t

�

3

4

.

Proposition 1.3.7 E�ective and ine�ective ABC imply respective versions of Theorem 1.3.5.

Proof: Let A;B;C; r; s; t; x; y; z be as in the theorem. De�ne a := Ax

r

, b := By

s

and

c := Cz

t

. By the condition gcd(Ax;By) = 1, it follows that gcd(a; b; c) = 1. We have

R(abc) = R(Ax

r

By

s

Cz

t

) � R(ABC)R(x)R(y)R(z) � R(ABC)xyz

= R(ABC)(

a

A

)

1

r

(

b

B

)

1

s

(

c

C

)

1

t

It follows that

r(a; b; c) �

�

1

r

+

1

s

+

1

t

�

h(a; b; c) + logR(ABC)�

log jAj

r

�

log jBj

s

�

log jCj

t

�

�

1�

1

42

�

h(a; b; c) +K

A;B;C

with K an e�ectively computable constant, dependent on A;B;C.

Using the ABC-conjecture we get for � > 0,

h(a; b; c) � (1 + �)r(a; b; c) + C

�

:

If we substitute that, we get

(1� (1 + �)(1�

1

42

))h(a; b; c) � (1 + �)K + C

�

:

If we assume that e�ective ABC holds, then K and C

�

can be computed for some � <

1

41

.

This then gives an e�ective upper bound on the size of integer solutions of the generalized

Fermat equation. If we only assume ine�ective ABC, we still have that h(a; b; c) is bounded

and, since the number of (a; b; c) 2 Z

3

such that h(a; b; c) � K

0

is �nite for every �nite K

0

,

we still have that the generalized Fermat equation only has �nitely many solutions. �

In fact, we prove that there are only �nitely many solutions, even if r; s; t are allowed to

vary. This result is stronger than the theorem that Darmon and Granville have proved.
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1.4 Limit Points

Apart from looking at the lim sup of L

Z

and L

C [X]

, we can also look at other limit points of

these sets. This section describes work of Jerzy Browkin [Bro].

Proposition 1.4.1 Every limit point of L

Z

and L

C [X]

is greater than or equal to

1

3

.

Proof: Suppose A;B;C 2 C [X] or Z such that A + B = C and gcd(A;B;C) = 1. Further-

more, suppose that h(C) (that is, log jCj or degC) equals

max(h(A); h(B); h(C)) = h(A;B;C):

Then

h(C)

r(A;B;C)

=

h(C)

r(A) + r(B) + r(C)

�

h(C)

3h(C)

=

1

3

:

�

Lemma 1.4.2 For every � 2 (0; 1) there exists an n

0

such that for every n > n

0

there exists

a square-free a 2 fn; : : : ; 2ng and a prime p with n

�

< p < 2n

�

such that a+p is square-free.

Proof: For any n large enough, �x a prime p 2 (n

�

; 2n

�

). Consider

V

0

:= fa 2 [n; 2n] : R(a) = ag;

which is the set of square-free numbers in the interval [n; 2n]. That means we have

#V

0

=

6

�

2

n+O(

p

n):

We leave out the numbers that are divisible by p, which are at most n=p � n=n

�

numbers.

That gives us

V := fa 2 [n; 2n] : R(a) = a; p - ag

with

#V �

�

6

�

2

�

1

n

�

�

n+O(

p

n):

Now consider I := fa 2 fn+ n

�

; : : : ; 2n+ 2n

�

g : R(a) = ag. Then

#I =

6

�

2

(n+ n

�

) +O(

p

n):

Denote V + p := fa + p : a 2 V g. Then #(V + p) = #V and V + p � (n + n

�

; 2n + 2n

�

).

If there are no square-free numbers in V + p then I and V + p are disjoint subsets of fn +

n

�

; : : : ; 2n+ 2n

�

g, which implies that

n+ n

�

� #I +#(V + p)

=

12

�

2

n+

6

�

2

n

�

�

n

n

�

+O(

p

n)

=

12

�

2

n+O(n

�

)

where � = max(�; 1 � �;

1

2

) < 1. Since 12 > �

2

, there exists a n

0

such that this is a

contradiction for n > n

0

. That means that for n > n

0

, we can choose a 2 V such that a+ p

is square-free. �
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Theorem 1.4.3 For every � 2 [

1

3

;

1

2

] there are sequences fA

n

g and fB

n

g such that A

n

and

B

n

are coprime and

lim

n!1

h(A

n

; B

n

; A

n

+B

n

)

r(A

n

; B

n

; A

n

+B

n

)

= �:

Proof: First suppose

1

3

< � <

1

2

. De�ne � :=

1

�

� 2. Since � 2 (0; 1), we can use the

lemma to get an n

0

such that for n > n

o

we have a square-free a

n

2 [n; 2n] and a prime

p

n

2 (n

�

; 2n

�

) that are coprime such that a

n

+ p

n

2 (n+ n

�

; 2(n + n

�

)) is square-free. Put

A

n

= a

n

and B

n

= p

n

. We have

lim

n!1

h(A

n

; B

n

; A

n

+B

n

)

r(A

n

; B

n

; A

n

+B

n

)

= lim

n!1

log(a

n

+ p

n

)

log a

n

+ log p

n

+ log(a

n

+ p

n

)

;

which is easily veri�ed to equal � using the inequalities that a

n

and p

n

satisfy. If every

� 2 (

1

2

;

1

3

) is a limit point of L

Z

, then so are

1

2

and

1

3

. �

Note that Proposition 1.2.3 shows that there is a limit point of L

Z

that is greater than or

equal to 1.

For polynomials we can prove a stronger result.

Lemma 1.4.4 For m > k > 0, the polynomial F (X) = X

m

�X

k

+ 1 has no multiple roots

over C .

Proof: Suppose x is a multiple root. Then F (x) = F

0

(x) = 0, which leads to

(

x

k

(x

m�k

� 1) = 1

x

m�k

=

k

m

:

Solving this, we get x

k

=

m

k�m

and x

m

=

k

k�m

, leading to m

m

= k

k

(m � k)

m�k

. Since

k � m� 1 and m� k � m� 1, we have m

m

� (m� 1)

m

, which is a contradiction. �

Theorem 1.4.5 Every number � 2 [

1

3

; 1] is a limit point of  L

Z[X]

� L

C [X]

.

Proof: First assume � 2 [

1

2

; 1]. Then there are sequences k

n

and m

n

of natural numbers

such that m

n

> k

n

> 1, k

n

! 1 and

k

n

m

n

!

1

�

� 1. Put A

n

= x

m

n

, B

n

= �x

k

n

+ 1 and

C

n

= x

m

n

� x

k

n

+ 1. Then we have h(A

n

; B

n

; C

n

) = m

n

, r(A

n

) = 1, r(B

n

) = k

n

since all

k

n

th roots of unity are distinct and r(C

n

) = m

n

by the lemma. Furthermore, C

n

= A

n

+B

n

and gcd(A

n

; B

n

) = 1 because A

n

and B

n

have no roots in common. We have

lim

n!1

h(A

n

; B

n

; C

n

)

r(A

n

; B

n

; C

n

= lim

n!1

m

n

1 + k

n

+m

n

= �;

which proves that � is a limit point of L

C [X]

.

Now assume that � 2 [

1

3

;

1

2

]. There are sequences k

n

and m

n

of natural numbers such

that m

n

> k

n

> 1, k

n

! 1 and

k

n

m

n

!

1

�

� 2. Now put A

n

= x

m

n

+ 2, B

n

= �x

k

n

� 1 and

C

n

= x

m

n

� x

k

n

+ 1. We have h(A

n

; B

n

; C

n

) = m

n

, r(A

n

) = m

n

, r(B

n

) = k

n

, r(C

n

) = m

n

,

C

n

= A

n

+B

n

and gcd(A

n

; B

n

) = 1. It follows that

lim

n!1

h(A

n

; B

n

; C

n

)

r(A

n

; B

n

; C

n

)

= lim

n!1

m

n

2m

n

+ k

n

= �:

�

Note that combining this with Proposition 1.4.1 together with Theorem 1.1.2 shows that

[

1

3

; 1] is the set of limit point of L

C [X]

. Especially, we see that Theorem 1.1.2 cannot be

improved.



Chapter 2

Valuations and the Product

Formula

2.1 De�nitions

Let K be a �eld. A valuation is a real-valued function v on K denoted by

v : K �! R

x 7�! jxj

v

such that

V1: jxj

v

� 0 for all x 2 K; jxj

v

= 0 () x = 0;

V2: jxj

v

jyj

v

= jxyj

v

for all x; y 2 K and

V3: there is a C

v

2 R such that

jx+ yj

v

� C

v

max(jxj

v

; jyj

v

) for all x; y 2 K:

Taking y = 0 in V3 shows that C

v

� 1. If we can take C

v

= 1, we call v nonarchimedean,

otherwise archimedean.

Two valuations v and w on K are called equivalent if there exists an � > 0 such that

jxj

v

= (jxj

w

)

�

for all x 2 K.

Lemma 2.1.1 Let K be a �eld. If v and w are equivalent valuations on K, then they are both

archimedean or both nonarchimedean.

Proof: Let � be such that jxj

v

= (jxj

w

)

�

. Then

jx+ yj

v

= (jx+ yj

w

)

�

� (C

w

max(jxj

w

; jyj

w

))

�

= C

�

w

max(jxj

�

w

; jyj

�

w

):

It follows that we can take C

v

� C

�

w

and by interchanging v and w that we can also take

C

w

� C

1

�

v

. We conclude that we can take C

v

= 1 if and only if we can take C

w

= 1. �

Thus we can speak of nonarchimedean equivalence classes. The trivial valuation de�ned

by j0j

t

= 0 and jxj

t

= 1 for x 2 K

�

is only equivalent to itself and will be excluded from now

on. The other equivalence classes of valuations on K are called primes or prime divisors of

K.

13
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For each nonarchimedean valuation v on K we de�ne �

v

(x) := � log jxj

v

for x 2 K

�

. It is

customary to consider �

v

(0) =1. It follows that it satis�es

EV1: �

v

(x) =1 () x = 0;

EV2: �

v

(xy) = �

v

(x) + �

v

(y) for all x; y 2 K and

EV3: �

v

(x+ y) � min(�

v

(x); �

v

(y)) for all x; y 2 K:

Such functions are called exponential valuations.

For exponential valuations and thereby for nonarchimedean valuations we de�ne the ring

of local integers O

v

:= fx 2 K : �

v

(x) � 0g and the subring of local units U

v

:= fx 2 K :

�

v

(x) = 0g. The local integers form a valuation ring, meaning that there is a unique maximal

ideal, namely }

v

:= fx 2 K : �

v

(x) > 0g. Since the sets O

v

, U

v

and }

v

remain unchanged

when v is replaced by an equivalent valuation, we can speak of local integers and local units

at a prime.

A nonarchimedean prime P of K is called discrete if there is a v 2 P such that the

image �

v

(K

�

) 2 R is a discrete subgroup. This group is isomorphic to Z because all discrete

subgroups of R are either trivial (then v would be trivial) or isomorphic to Z. The normalized

exponential valuation ord

P

= �

P

is the exponential valuation �

v

(v 2 P ) such that �

v

(K

�

) =

Z. Such a valuation exists for every discrete prime.

2.2 Rational �elds

By a rational �eld, we mean either Q or the quotient �eld k(X) of a polynomial ring k[X]

over some �eld k.

I. The case K = Q

Put M

Q

:= f1g [ fp 2 Z : p > 0; p prime numberg. By the in�nite prime 1 we mean the

equivalence class containing the absolute value. This implies that 1 is archimedean. The

normalized valuation in 1 is the ordinary absolute value and is denoted by jxj

1

. For every

prime p 2 Z we can write each x 2 Q as x = p

�

r

s

where �; r; s 2 Z, s 6= 0 and p - r; s.

The exponent � is uniquely determined. We de�ne the ordinal of x at p as ord

p

x = �. This

is a normalized discrete exponential valuation. The normalized valuation at p is de�ned by

jxj

p

= p

�ord

p

x

. The proof that all valuations on Q are equivalent to one of the normalized

valuations mentioned here can be found in [Wei63], theorem 1-4-2.

Proposition 2.2.1 Let K = Q , let M

K

= f1g[fp 2 Z : p prime numberg and for P 2M

K

let jxj

P

be the normalized valuation de�ned as above. For each x 2 K

�

the following properties

hold:

PF1: jxj

P

6= 1 for only �nitely many P 2M

K

PF2:

Q

P2M

K

jxj

P

= 1

Proof: PF1 follows from the fact that for every x 2 Q only �nitely many prime numbers di-

vide the numerator or the denominator. PF2 follows directly from the chosen normalizations.

�
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II. The case K = k(X)

Put M

K

:= f1g [ fP (X) 2 k[X] : P (X) monic irreducible over kg. If k is algebraically

closed, this is equivalent with M

K

' k [ f1g ' P

1

k

. Since k[X] is a unique factorization

domain, we can write every f(X) 2 k(X) as

R(X)

S(X)

with R(X); S(X) 2 k[X]. We de�ne

ord

1

(f) := deg S � degR. For an irreducible polynomial P (X), we can write f(X) =

(P (X))

�

R(X)

S(X)

with R(X); S(X) 2 k[X] and P (X) - R(X); S(X). We de�ne ord

P

f := �. These

ordinal functions are normalized discrete exponential valuations. We consider deg1 := 1.

For every P 2 M

K

we de�ne the normalized valuation jf j

P

= (e

deg P

)

�ord

P

f

. In [vdW67]

x147 it is proved that every valuation on K that is equivalent to the trivial valuation when

restricted to k, is equivalent to one of the valuations mentioned here.

Proposition 2.2.2 Let k be a �eld, let K = k(X) and let M

K

, ord

P

and j:j

P

(P 2M

K

) be

de�ned as above. For each f 2 K

�

the following properties hold:

PF1: jf j

P

6= 1 for only �nitely many P 2M

K

PF2:

Q

P2M

K

jf j

P

= 1

Proof: PF1 follows from the fact that every f 2 K has only �nitely many irreducible factors

in its numerator and denominator. In this case, PF2 becomes much clearer if we write it as

X

P2M

K

nf1g

deg(P )ord

P

f = �ord

1

f:

This follows for polynomials f(X) 2 k[X] from ord

1

f = �deg f . It then follows for rational

functions in general by multiplicativity of the ordinals. �

2.3 Extension of valuations

For our purposes, it is su�cient to look at �nite extensions E of a rational �eld K. Such �elds

are called global �elds. A valuation v on E is said to be an extension of a valuation w on K

if jaj

v

= jaj

w

for all a 2 K � E. Of course, if v

0

is a valuation on E that is equivalent to v,

then it extends some valuation w

0

on K that is equivalent to w. That means it is meaningful

to speak of a prime Q of E that extends some prime P of K, denoted by Q j P .

The crucial and deep fact that lets us extend the product formula to these �elds, is that

every valuation of K can be extended to E in only �nitely many inequivalent ways. This

property ports to primes, meaning that we can talk of the primes Q

1

; : : : ; Q

r

of E extending

a prime P of K. If P is discrete, then Q

1

; : : : ; Q

r

are discrete too. A proof of this can be

found in [Wei63], Chapter 2.

If P is archimedean, thenK = Q because that is the only rational �eld with an archimedean

prime. Using the Q-embeddings of E in C , we can induce the ordinary absolute value on C to

E. The valuations in Q

i

are all equivalent to such absolute values and we de�ne �

Q

i

: E ,! C

to be an embedding that leads to such an absolute value. If �

Q

i

(E) � R � C then Q

i

is called

real; otherwise Q

i

is called complex.

Furthermore, there exist normalized valuations in Q

1

; : : : ; Q

r

such that

r

Y

i=1

j�j

Q

i

= jN

E=K

�j

P

:

Again, for proofs the reader is referred to [Wei63], Chapter 2.
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Proposition 2.3.1 Let E be a �nite extension of a rational �eld K. Then there is a set

M

E

of primes of E extending the primes in M

K

. For each prime in that set there exists a

normalized valuation such that for each � 2 E

�

the following properties hold:

PF1: j�j

P

6= 1 for only �nitely many P 2M

K

PF2:

Q

P2M

K

j�j

P

= 1

Proof: Take � 2 E

�

. Let

x

m

0

+ a

1

x

m

1

+ a

2

x

m

2

+ � � �+ a

t

be the monic minimum polynomial of � over K where m

0

> m

1

> � � � > m

t�1

> 0 and

a

i

6= 0 for i = 1; : : : ; t. Then PF1 for K together with the fact that K only has �nitely many

archimedean primes implies that all but �nitely many primes P 2 M

K

are nonarchimedean

such that a

1

; : : : ; a

t

are local units at P . If Q is an extension of P to E, then a

1

; : : : ; a

t

are

also local units at Q. It follows that

j�

m

0

+ a

1

�

m

1

+ � � �+ a

t�1

�

m

t�1

j

Q

= j � a

t

j

Q

= 1:

On the other hand

j�

m

0

+ a

1

�

m

1

+ � � �+ a

t�1

�

m

t�1

j

Q

� max(j�

m

0

j

Q

; ja

1

�

m

1

j

Q

; : : : ; ja

t�1

�

m

t�1

j

Q

)

= max(j�j

m

0

Q

; j�j

m

1

Q

; : : : ; j�j

m

t�1

Q

):

Thus j�j

Q

� 1. Since

a

i

a

t

is a local unit at P , we can use the same argument for

1

�

, which has

the minimum polynomial

x

m

0

+

a

t�1

a

t

x

m

t

�m

t�1

+ � � � +

a

1

a

t

x

m

0

�m

1

+

1

a

t

:

It follows that j�j

Q

= 1 for every Q extending P to E. This proves PF1 since the �nite

number of primes of K at which a

1

; : : : ; a

t

are not local units, gives rise to only a �nite

number of primes of E.

The second part PF2 follows from

Y

Q2M

E

j�j

Q

=

Y

P2M

K

0

@

Y

QjP

j�j

Q

1

A

=

Y

P2M

K

jN

E=K

�j

P

= 1;

since PF2 holds in K. �

The normalized valuations can be given quite explicitly. For number �elds, the residue

class �eld at a nonarchimedean prime Q, de�ned by O

Q

=}

Q

, is �nite. The norm of such a

prime is de�ned by NQ = #(O

Q

=}

Q

).

Proposition 2.3.2 Let K be a �nite extension of Q and let M

K

denote the set of primes

extending the primes in M

Q

to K. The normalized valuations as in Proposition 2.3.1 can be

written as

j�j

Q

= j�

Q

�j if Q is real archimedean,

j�j

Q

= j�

Q

�j

2

if Q is complex archimedean and

j�j

Q

= (NQ)

�ord

Q

�

if Q is discrete.
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Proof: See [Wei63], proposition 5-1-2. �

In a number �eld K we have the concept of global integer, which is usually called a K-

integer. An element x 2 K is called a K-integer if it is a local integer at all �nite, that is

discrete in this case, primes. The K-integers form a ring O

K

such that K is the quotient

�eld.

The same proposition holds if K is a function �eld. However, the de�nition of NQ needs

re�nement in this case since the residue class �eld need not necessarily be �nite. It will be

a �nite extension of the constant �eld k, however. We can de�ne the degree of a prime by

degQ = [O

Q

=}

Q

: k]. The norm of a prime can then be de�ned as NQ = e

degQ

. In the

next section we will see a more elegant way to de�ne the concept of degree for primes in the

function �eld case.



Chapter 3

Divisors on Algebraic Curves

The concept divisor can be de�ned on any algebraic variety. We will limit ourselves to one

dimensional projective varieties. For a more general approach, see [Lan83] or [Har77].

3.1 De�nitions

Let k be a �eld and let 
 be its algebraic closure. A hypersurface in P

n




is the locus of an

irreducible homogeneous polynomial in n+ 1 variables. A hypersurface is said to be de�ned

over k if the homogeneous polynomial is a polynomial over k.

A projective curve, or curve, is a one dimensional subvariety of some P

n




. It is characterized

by the fact that the intersection with any hypersurface is either the entire curve or a �nite

set of points. Every curve can be described as the intersection of �nitely many hypersurfaces.

A curve is said to be de�ned over k if it can be described as the intersection of hypersurfaces

that are de�ned over k. From now on, we will assume that V is a curve that is de�ned over

k.

Let k

0

be a �nite extension of the base �eld k that is embedded in 
. A point (x

0

: : : : :

x

n

) 2 P

n




is said to be k

0

-rational if (x

0

: : : : : x

n

) 2 P

n

k

0

. That means the set of k

0

-rational

points on V is

V

k

0

= V \ P

2

k

0

:

If P 2 P

n




then k(P ) is the minimal �eld extension k

0

of k in 
 such that P is k

0

-rational.

Since 
 is algebraic over k, it follows that [k(P ) : k] is �nite.

Let G(k(P ) : k) denote the group of isomorphisms of k(P ) into 
 that leave k pointwise

unchanged. We extend � 2 G(k(P ) : k) to P

n

k(P )

by applying � to the coordinates of P . We

say �P is a conjugate point of P over k. Because V is de�ned over k, we have that �P 2 V

if and only if P 2 V .

In our case, k will be a �nite extension of Q . That means that every k(P ) will be a

separable extension of k. In general, that need not be the case. Therefore, take k

1

a maximal

separable extension of k in k(P ). We de�ne the order of inseparability of k(P ) over k by

[k(P ) : k]

i

:=

[k(P ):k]

[k

1

:k]

.

The group of divisors of V is the free Abelian group generated by the points on V . That

means divisors are �nite sums of integer multiples of points on V . This group is denoted by

Div(V ) :=

(

r

X

i=1

a

i

p

i

: r = 1; 2; : : : ; a

i

2 Z; p

i

2 V

)

:

18
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For a divisor d =

P

r

i=1

a

i

p

i

2 Div(V ) we de�ne the degree deg d :=

P

r

i=1

a

i

. A divisor is

called positive, or e�ective, if all a

i

� 0. This is denoted by d � 0.

The prime rational divisors or prime divisors of V over k are de�ned by

p

P

:= [k(P ) : k]

i

X

�2G(k(P ):k)

�P where P 2 V




:

The group of divisors over k is de�ned as the subgroup generated by the prime divisors over

k and is denoted by Div

k

(V ).

3.2 Valuations on function �elds

Let V be a nonsingular curve that is de�ned over k. The Noether normalization Lemma tells

us that V is birationally equivalent to a plane curve over k. That means that

V �

~

V = f(x : y : z) 2 P

2




: P

V

(x; y; z) = 0g

where P

V

2 k[X;Y;Z] is a homogeneous polynomial, irreducible over 
. The �elds of rational

functions on these curves, denoted by k(V ) and k(

~

V ) respectively, are isomorphic.

Since

~

V is explicitly embedded in a projective plane, we can obtain an a�ne curve

~

V

a

that is dense in

~

V (with respect to the Zariski topology) by intersecting

~

V with a stan-

dard a�ne piece of P

2

. The function �eld k(

~

V

a

) is isomorphic to the quotient �eld of

k[X;Y ]=(P

V

(X;Y; 1)) and so is k(

~

V ), since

~

V is the projective closure of V

a

.

For each P 2 V and every f 2 k(V ) we de�ne the ordinal of f at P as

ord

P

(f) := 0 if f(P ) is de�ned and f(P ) 6= 0;

ord

P

(f) := order of zero if f(P ) = 0 and

ord

P

(f) := ord

P

�

1

f

�

if f has a pole at P .

We extend this de�nition to prime divisors by putting

ord

p

P

(f) :=

[k(P ) : k]

i

deg p

P

X

�2G(k(P ):k)

ord

�P

(f):

The divisor of zeros of a function f 2 k(V ) is de�ned by

(f)

0

:=

X

P2
: ord

P

(f)>0

ord

P

(f)P:

The divisor of poles is de�ned similarly by (f)

1

=

�

1

f

�

0

. Because f is de�ned over k, we

have that (f)

0

2 Div

k

(V ). The degree of a rational function on a curve is de�ned by

deg f := deg(f)

0

= deg(f)

1

;

where the last equality follows because rational functions have as many poles as they have

zeros. The divisor of a function f is the divisor de�ned by (f) := (f)

0

� (f)

1

.

With these de�nitions it follows that if V ' P

1




= 
 [ f1g, then the primitive divisors

of V over k without the in�nite divisor 1 correspond to the zero divisors of the irreducible
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polynomials over k. Then k(V ) = k(X) and the de�nitions of the ordinal functions here and

in Section 2.2, coincide. We de�ne the norm of a prime divisor by Np := e

deg p

.

Now we are able to formulate a proposition regarding normalized valuations on function

�elds, similar to Proposition 2.3.2.

Proposition 3.2.1 Let K be a �nite extension of a rational �eld k(X) and let V be a non-

singular curve over k such that K is isomorphic to the function �eld k(V ). De�ne for every

prime divisor p over k the valuation

jf j

p

:= Np

�ord

p

(f)

:

These valuations can be taken as normalized valuations in Proposition 2.3.1 if M

K

is identi�ed

with the set of prime divisors on V over k.

Proof: Since k(X) is a sub�eld of K, these valuations extend valuations on k(X). The

�niteness condition PF1 is satis�ed because functions only have a �nite number of poles and

zeros. The product formula PF2 holds because the number of poles equals the number of

zeros. For a more detailed proof, see [Lan83], Chapter 2, x3. �

It is worth noting that, if k is a �nite �eld, we can replace e by #k to obtain Np = #O

p

=}

p

again, provided that the notion of log is changed accordingly.

3.3 Rational maps

Let V either be a curve or a projective space over k. Let f

0

; : : : ; f

n

2 k(V ). Then

f : V � ! P

n

x 7�! (f

0

(x) : : : : : f

n

(x))

is called a rational map from V into P

n

. This is not the most general de�nition for a rational

map, but it suits our purposes well enough.

Note that a rational map is not necessarily de�ned for every x 2 V . It is only de�ned

for x 2 V if not all f

i

(x) = 0 and no f

i

has a pole in x. However, if we multiply all f

i

with some �xed g 2 k(V ) then this does not change the value of f where it remains de�ned.

Thus, by multiplying with an appropriate function, we can assume that all gf

i

are de�ned in

x without changing the value of f in x. We therefore say that f is regular at x if there exists

a representative (gf

0

: : : : : gf

n

) that is de�ned in x. If f is regular for all x 2 V then we call

f a morphism.

If V is a curve then we can construct for each x 2 V a function g with a pole or a zero at

x of arbitrary order. That means that if f is regular at some point, that is f 6= (0 : : : : : 0),

then f is a morphism.

If V is a projective space, then each f

i

is a quotient of two homogeneous polynomials of

equal degree. We can multiply with the denominators and divide out any common factors to

obtain a representation f = (F

0

: : : : : F

n

), where the F

i

are all homogeneous polynomials of

the same degree with no factors in common. In this case, we de�ne

deg f := degF

i

:
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One should be aware that this is not a standard de�nition. In the case of nonconstant maps

from curves to curves, the degree of a map f : V !W is normally de�ned as

deg f := [k(V ) : f

�

k(W )];

where f

�

k(W ) denotes the sub�eld of k(V ) of functions that factor through f . The only

overlap of the domains of these de�nitions is the case where f : P

1

� ! P

1

. In this case, the

de�nitions coincide.

In general, de�ning the degree of f : V� ! P

1

as [k(V ) : f

�

k(P

n

)] need not make sense,

since f

�

k(P

n

) can be of lower transcendence degree than k(V ) over k, or, if f is injective,

f

�

k(P

n

) is the entire k(V ). Therefore, we take the liberty to use the term degree in the sense

stated, bearing in mind that this concept need not relate to the degree of some appropriate

�eld extension.

Let V be a nonsingular projective curve, not necessarily embedded in P

2




. De�ne the

subgroup of divisors linearly equivalent to 0 by

Div

lin

(V ) := f(f) : f 2 
(V )g

and the Picard group by

Pic(V ) :=

Div(V )

=

Div

lin

(V )

:

Two divisors are called linearly equivalent if their di�erence is the divisor of a function. In

that case, they represent the same element in the Picard group.

With a divisor d 2 Div(V ) we associate a vector space of functions

L(d) := ff 2 
(V ) : (f) + d � 0g

which we call the linear system associated with d. It is easy to see that L(d) is �nite di-

mensional, since the degree of the functions f , that is the degree of (f)

1

, is bounded by the

degree of d.

Let F = ff

0

; : : : ; f

r

g be a basis for L(d). Then

�

d;F

: V � ! P

r

x 7�! (f

0

(x) : : : : : f

r

(x))

is a rational map. If this map is a nonconstant morphism, then L(d) is said to be without base

point. For curves, we have that L(d) is without base point as soon as dimL(d) � 2, since the

associated map must be nonconstant and must be regular somewhere.

Unfortunately, there is no canonical basis for L(d). If we take another basisG = fg

0

; : : : ; g

r

g

for L(d), then

g

i

=

r

X

j=0

a

i;j

f

j

for i = 0; : : : ; r:

That means �

d;G

= A � �

d;F

, where A is the linear transformation of P

r

determined by the

coe�cients a

i;j

. Thus, we can associate a rational map �

d

with a divisor d only de�ned up to

linear transformation.

If d

0

is linearly equivalent to d, then there exists a function g 2 
(V ) such that d

0

= d+(g).

That means that

L(d

0

) = ff 2 
(V ) : (f)� d� (g) � 0g:
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Since (f) + (g) = (fg), it follows that L(d) = gL(d

0

). If ff

0

; : : : ; f

r

g is a basis for L(d

0

), then

so is fgf

0

; : : : ; gf

r

g for L(d). Because we map into projective space, it follows that �

d

= �

d

0

.

Therefore, if d 2 Pic(V ), we can de�ne

�

d

: V� ! P

r

up to linear transformation.

If �

d

is an immersion, that is, regular and injective, then d is said to be very ample. If

some multiple of d is very ample, d itself is called ample. In [Har77] Chapter 4, Corollary 3.2,

it is proved that every divisor on a curve of su�ciently high degree is very ample.

Although L(d) is de�ned as an 
-vector space, we can view it as a k

0

-vector space, where

k

0

is a �nite extension of k such that there is a basis that is de�ned over k

0

. In that situation

we write L

k

0

(d) for the k

0

-linear combinations of these basis elements. For convenience, we

will often suppress the reference to k

0

in the notation.

As Lang notes in [Lan83], if L(d) and L(d

0

) are two spaces without base point with bases

ff

i

g

n

i=1

and fg

j

g

m

j=1

, then L(d+d

0

) is spanned by ff

i

g

j

g, where i = 1; : : : ; n and j = 1; : : : ;m.

In particular, we do not need a further �eld extension for L(d+ d

0

).

3.4 Rami�cation and Genus

Let V be a curve over the algebraic closure

�

Q of Q . Then V is a curve over some number

�eld K. Let f 2

�

Q (V ) be a rational function. We de�ne the branch number of f in x 2 V by

b

f

(x) = ord

x

(f � f(x))� 1 if f(x) is �nite, and

b

f

(x) = ord

x

(

1

f

)� 1 if f has a pole at x.

For � 2 K [ f1g we de�ne the rami�cation of f above � by

b

f

(�) =

X

x:f(x)=�

b

f

(x):

We have

deg f = #f

�1

(f�g) + b

f

(�):

Thus, the branch number of a point x on the curve is one less than the multiplicity with

which it must be taken in the �ber f

�1

(ff(x)g) such that the cardinality of the �ber is exactly

the degree of the function.

A curve over a number �eld can be viewed as a Riemannian surface. The genus of a curve

is the number of holes in it. This invariant plays an important role in algebraic and arithmetic

properties of the curve. For instance, the genus is invariant under birational equivalence. That

means we can speak of the genus of a function �eld. Especially, it means that all rational

curves have genus 0, since P

1

C

is a sphere. Conversely, it can be proved that every curve of

genus 0 is rational.

The total rami�cation of a rational function on a curve turns out to be closely connected

to the genus of that curve.

Theorem 3.4.1 (Hurwitz) Let V be a curve of genus g over an algebraically closed �eld K

and let f be a nonconstant rational function on that curve. Then

2 deg f =

X

�2K

b

f

(�) + 2� 2g:
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Proof: See [Har77] Chapter 4, Corollary 2.4. �

If V is a curve over a number �eld K, then the theorem above need not be true. However,

only �nitely many b

f

(�) are nonzero for � 2

�

Q , so the theorem is true for some �nite extension

of K, dependent on f .

To avoid any reference to the topology of Riemannian surfaces, we can also read the

theorem as: \The total rami�cation of a rational function on a curve is linearly dependent

on the degree of the function", and de�ne the genus as the number that satis�es the stated

equation.

For curves over number �elds, we have one extra result that shows that we can control

where a function is rami�ed.

Theorem 3.4.2 (Belyi) Let V be a curve over

�

Q . Then there exists a rational function on

V that is unrami�ed outside f0; 1;1g. This function can be constructed explicitly.

Proof: See [Ser90], pages 71{73. �



Chapter 4

Heights and Norms

Fix a �eld K with a set of primes M

K

together with a normalized valuation for each prime

such that PF1 and the product formula PF2, are satis�ed.

4.1 Heights on Projective Spaces

For the K-rational points in projective space we de�ne the height function

H : P

n

K

�! R

(x

0

: : : : : x

n

) 7�!

Q

P2M

K

max

i

jx

i

j

P

:

This function is well de�ned since

H(�x

0

: : : : : �x

n

) =

Y

P2M

K

j�j

P

max

i

jx

i

j

P

= H(x

0

: : : : : x

n

)

due to PF2. It is often desirable to work with the logarithmic height h = logH.

Let x = (x

0

: : : : : x

n

) 2 P

n

K

and y = (y

0

: : : : : y

m

) 2 P

m

K

. We write

x
 y := (x

0

y

0

: : : : : x

0

y

m

: � � � : x

n

y

0

: : : : : x

n

y

m

) 2 P

(n+1)(m+1)�1

K

;

x

r

:= (x

r

0

: : : : : x

r

n

) and x

(r)

:= x
 � � � 
 x, where the product is taken over r times x.

Proposition 4.1.1 Let K be a global �eld and let x = (x

0

: : : : : x

n

) 2 P

n

K

and y = (y

0

: : : : :

y

m

) 2 P

m

K

be projective points. Then we have the following properties:

i. H(x
 y) = H(x)H(y),

ii. H(x

r

) = H(x

(r)

) = H(x)

r

and

iii. Let � : P

n

K

� ! P

m

K

be a rational map of degree d. Then there exists an e�ectively

computable constant C = C

�

such that for all x 2 P

n

K

where � is regular, we have

H(�(x)) � C H(x):

24
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Proof:

i.

H(x
 y) =

Y

P2M

K

max

i;j

jx

i

y

j

j

P

=

Y

P2M

K

max

i;j

jx

i

j

P

jy

j

j

P

=

Y

P2M

K

max

i

jx

i

j

P

Y

P2M

K

max

j

jy

j

j

P

= H(x)H(y):

ii. If jx

i

0

j

P

= max

i

jx

i

j

P

, then jx

i

0

j

r

P

= max

i

1

;::: ;i

r

jx

i

1

� � � x

i

r

j

P

. Therefore it follows that

H(x

r

) = H(x

(r)

) = H(x
 � � � 
 x) = H(x)

r

:

iii. Let � = (�

0

: : : : : �

m

) be a representation of � where the �

i

are homogeneous polyno-

mials of degree d. Then for every x 2 P

n

K

where � is regular, there is at least one �

i

nonzero at x. We can write

�

i

(x) = (c

i;1

; : : : ; c

i;t

) � x

(d)

;

where t is the number of entries in the vector x

(d)

and the product � is the standard

inner product of vectors. Using V3 for valuations, we have

H(�(x)) =

Y

P2M

K

max

i

jc

i

� x

(d)

j

P

�

Y

P2M

K

C

t�1

P

max

i

(max

j

jc

i;j

j

P

j(x

(d)

)

j

j

P

)

�

0

@

Y

P2M

K

C

t�1

P

1

A

H(c

0

: : : : : c

m

)H(x)

d

:

The proposition follows, since for only �nitely many P 2M

K

, we must choose C

P

> 1.

�

Note that deg � in iii. is in the sense of Section 3.3 and thus need not correspond to the

degree of some associated �eld extension.

In particular, this means that linear transformations of P

n

K

change the logarithmic height

by only a bounded function. Especially, the logarithmic height is only dependent on the

choice of coordinates by a bounded function.

Let F be a homogeneous polynomial over K of degree d in X

0

; : : : ;X

n

such that the

coe�cient of X

d

n

is nonzero. That means that the point (0 : : : : : 0 : 1) does not lie on the

hyperplane determined by F . Let � be the projection from (0 : : : : : 0 : 1) de�ned by

� : P

n

� ! P

n�1

(x

0

: : : : : x

n

) 7�! (x

0

: : : : : x

n�1

):

Proposition 4.1.2 Let F and � be as above. Then there exists an e�ectively computable

constant C dependent on F such that for any x 2 P

n

K

on the hypersurface determined by F ,

we have

h(x)� C � h(�(x)) � h(x):
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Proof: As we have F (x) = 0, we know that x

d

n

is a linear combination of other monomials.

The point x

(d�1)


 �(x) contains all those monomials. That means that x

(d)

is the image of

x

(d�1)


 �(x) under some linear map that is determined by F . By Proposition 4.1.1 there

exists an e�ectively computable constant such that

h(x

(d)

) � h(x

(d�1)


 �(x)) + C:

Rewriting gives

d h(x) � (d� 1)h(x) + h(�(x)) + C;

which proves one inequality. The other one is trivial. �

As changes of coordinates change the logarithmic height only by a bounded function,

Proposition 4.1.2 holds for any projection from a point not on the hypersurface, provided

that we change the statement to

h(x)� C

1

� h(�(x)) � h(x) + C

2

:

Theorem 4.1.3 Let � : P

n

K

! P

m

K

be a morphism of degree d. Then there exist e�ectively

computable constants such that for x 2 P

n

K

we have

h(�(x)) �C

1

� d h(x) � h(�(x)) + C

2

:

Proof: The �rst inequality follows by Proposition 4.1.1. Take a representation (�

0

: : : : : �

m

)

of �, where the �

i

are homogeneous polynomials of degree d. Let i : P

n

! P

t

be de�ned

by i : x 7! x

(d)

. Then �

i

(x) are linear combinations of the coordinates of i(x). Since the

�

i

have no zero in common, there exists a combination � of projections from points outside

�(P

n

) and linear transformations such that � = � � i. By Proposition 4.1.2 we have that

h(�(y)) � h(y) + C

2

for y 2 �(P

n

K

). Furthermore, we have that h(i(x)) = h(x

(d)

) = d h(x):

Combining proves the second inequality. �

The motivation for de�ning heights lies in the following theorem.

Theorem 4.1.4 Let K be a �nite extension of Q. Then for any bound B, the number of

points P 2 P

n

K

such that H(P ) < B, is �nite.

This is a direct consequence of a theorem by Northcott. It says that we need not to �x an

extension of Q since �niteness also holds if we limit the degree of P over Q . We need a concept

of height that is independent of Q(P ) then, though. See [Lan83] Chapter 2, Theorem 2.6 for

a proof.

We de�ne height on K itself simply by identifying K with a standard a�ne part of P

1

K

.

That means that h(x) = h(x : 1) for x 2 K.

Example: Put K = Q . For

r

s

2 Q with r; s 2 Z and gcd(r; s) = 1 we have h(

r

s

) = h(r : s) =

logmax(jrj

1

; jsj

1

) since for every prime p we have jrj

p

� 1 and jsj

p

� 1 and equality holds

in at least one case since p cannot divide both r and s.

As we have seen in section 3.3, a morphism � : P

1

K

! P

m

K

is in fact a projective point over

K(X) by writing � = (f

0

: : : : : f

m

). Since K(X) is a global �eld, the height h� = h(f

0

: : : : :

f

m

) is de�ned. There is a connection with the degree of a morphism.
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Lemma 4.1.5 Let � = (f

0

: : : : : f

m

) be a morphism P

1

K

! P

m

K

. Then

h� = deg �:

Proof: We write f

0

; : : : ; f

m

as rational functions of one variable over K. By multiplying with

a suitable rational function, we can assure that f

0

; : : : ; f

m

are polynomials. We can divide

out any common factor, so we can assume gcd(f

0

; : : : ; f

m

) = 1. By de�nition

deg � = max

i

deg f

i

:

We write f

i

= a

i

g

e

i;1

1

� � � g

e

i;t

t

where g

1

; : : : ; g

t

are irreducible polynomials and for all j there

exist i

1

; i

2

such that e

i

1

;j

= 0 and e

i

2

;j

6= 0. Of course, e

i;j

� 0. By Section 2.2 we know that

M

K(X)

= f1g [ f irreducible polynomials over Kg and that

ord

1

f

i

= �deg f

i

;

ord

g

j

f

i

= e

i;j

and

ord

P

f

i

= 0 if P 62 f1; g

1

; : : : ; g

t

g:

It follows that

h(f

0

: : : : : f

m

) = �

X

P2M

K(X)

min

i

logNP ord

P

f

i

= �min

i

ord

1

f

i

�

t

X

j=1

min

i

deg g

j

ord

g

j

f

i

= max

i

deg f

i

�

t

X

j=1

min

i

e

i;j

deg g

j

= max

i

deg f

i

= deg �:

�

4.2 Heights on Curves

Let V be a curve over K. We can de�ne a height on V by embedding V in some P

n

. For

every morphism

� : V �! P

n

we have a height on V , de�ned by h

�

= h � �, where h is the height on P

n

K

.

For every very ample divisor on V we have such a morphism, de�ned up to linear trans-

formation. By combining this with Theorem 4.1.3 we therefore get a height function for every

very ample divisor, de�ned up to a bounded function. As we have seen, changing to a linearly

equivalent divisor does not change the morphism and thus does not change the associated

height. Furthermore, we have for divisors without base point and in particular for very ample

divisors, that L(d

1

+ d

2

) = L(d

1

)
L(d

2

). This implies that �

d

1

+d

2

= � � (�

d

1


�

d

2

) for some

linear map � that is regular on the image of V , and therefore that h

d

1

+d

2

= h

d

1

+h

d

2

+O(1).
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We associate height functions modulo bounded functions �rst with all very ample divisors

and then with all divisors by enforcing additivity. We get the group homomorphism

Pic(V ) �!

freal valued functions on V g

=

fbounded functions on V g

d 7�! h

d

+O(1) = h

�

d

+O(1)

such that h

d

1

+d

2

= h

d

1

+ h

d

2

+O(1).

On curves, the height associated to a divisor is almost completely determined by the

degree of the divisor.

Theorem 4.2.1 Let V be a curve over K and let d

1

; d

2

2 Div

K

(V ). Then for every � > 0

there exist constants C

1

; C

2

such that for all P 2 V it holds that

(1� �) deg(d

2

)h

d

1

(P ) + C

1

� deg d

1

h

d

2

(P ) � (1 + �) deg(d

2

)h

d

1

(P ) + C

2

Proof: See [Lan83] Chapter 4, Corollary 3.5. �

The height associated to a zero divisor of a rational function is essentially the same as the

height the function induces itself.

Proposition 4.2.2 Let V be a curve over K and let f be a rational function on that curve.

Then

h(f(x)) = h(

1

f

(x)) = h

(f)

0

(x) +O(1):

Proof: The �rst equality is obvious. Choose an m such that m(f)

0

is very ample. Since

(

1

f

)

1

= (f)

0

, we have that

1

f

m

2 L(m(f)

0

). Since (f)

0

is a positive divisor, we have that

1 2 L(m(f)

0

) as well. Take a basis f1;

1

f

m

; g

1

; : : : ; g

r

g for L(m(f)

0

). No g

i

can have a pole

of higher order than

1

f

m

has. Therefore (0 : 0 : x

1

: : : : : x

r

) =2 V for any (x

1

: : : : : x

r

) if V

is identi�ed with its embedding. Proposition 4.1.2 implies that projection onto the �rst two

coordinates changes the height function only by a bounded function. That means that

h(f(x)) = h(1 :

1

f

(x)) = h(1 :

1

f

(x) : g

1

(x) : : : : : g

r

(x)) +O(1);

which is exactly what we had to prove. �

4.3 Support and Norm

Notice that the de�nition of norm of a discrete prime is such that NP

ord

P

(x)

= jxj

P

. Since

the ordinal function is integer valued, the de�nition of the norm could be rewritten as

NP = inffjxj

P

: x 2 K; jxj

P

> 1g

or, equivalently,

1

NP

= supfjxj

P

: x 2 K; jxj

P

< 1g:

This allows us to extend the de�nition of norm to all primes in M

K

. For nondiscrete primes

this implies that NP = 1. The most important property of the norm still holds. If jxj

P

6= 1

then j log jxj

P

j � logNP .
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The support of a projective point x 2 P

n

K

is the set

Supp(x) = Supp(x

0

: : : : x

n

) := fP 2M

K

: max

i

jx

i

j

P

> min

i

jx

i

j

P

g:

The norm of a projective point x 2 P

n

K

is de�ned by

N(x) :=

Y

P2Supp(x)

NP:

Notice that nondiscrete primes never contribute to the norm of a projective point, since their

own norm equals 1. It turns out that this is no problem because the �elds of our interest either

have no nondiscrete valuation (function �elds) or have only �nitely many (number �elds).

Example: Put K = Q . For

r

s

2 Q

�

with gcd(r; s) = 1 we have

N(

r

s

) = N(r : s) =

Y

p

p

where p runs over the prime divisors of r and s. If s = 1, this means that N(r) is the generator

of the radical ideal associated with r 2 Z.

Example: If K = k(X), then logN(f) is the sum of the degrees of the di�erent irreducible

polynomials that occur in the factorization of f . If K is algebraically closed and f is a

polynomial, then logN(f) is the number of di�erent zeros of f .

4.4 Weil Functions

In order to examine how a prime contributes to the height of a point on a curve, we need

a slight reformulation of height on curves. Weil functions as treated in [Lan83] are the

appropriate language for this.

We de�ne an M

K

-constant to be a function  : M

K

! R such that (P ) 6= 0 for only

�nitely many P 2M

K

.

Let V be a nonsingular curve over K and let d be a divisor without base point. Let

ff

0

; : : : f

r

g be a basis of L(d). We associate a function with d by de�ning

�

d

: V �M

K

�! R

(x; P ) 7�! logmax(jf

0

(x)j

P

; : : : ; jf

r

(x)j

P

):

We call �

d

the Weil function associated to d. The de�nition is clearly dependent on the choice

of the basis ff

0

; : : : ; f

r

g. Let �

0

d

be de�ned using another basis fg

0

; : : : ; g

r

g of L(d). Write

f

i

=

r

X

j=0

c

i;j

g

j

:

Then

�

d

(x; P ) = logmax

i

(j

X

c

i;j

g

j

(x)j

P

)

� logmax

i

(C

r�1

P

max

i;j

(jc

i;j

g

j

(x)j

P

)

� (r � 1) logC

P

+ logmax

i;j

(jc

i;j

j

P

) + �

0

d

(x; P ):
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Since logmax

i;j

(jc

i;j

j

P

) 6= 0 for only �nitely many P and we can choose C

P

such that logC

P

6=

0 for only �nitely many P as well, we have that

�

d

(x; P ) � 

1

(P ) � �

0

d

(x; P ) � �

d

(x; P ) + 

2

(P );

where 

1

and 

2

are M

K

-constants. In this sense, Weil functions are de�ned up to M

K

-

constants.

It is easily checked that for base point free divisors d

1

; d

2

it holds that

�

d

1

+d

2

(x; P ) = �

d

1

(x; P ) + �

d

2

(x; P ) + (P );

where (P ) is more or less formal to denote that the quantities involved are only de�ned up

to M

K

-constants. Furthermore, it is clear that

h

d

(x) =

X

P2M

K

�

d

(x; P ) +

X

P2M

K

(P ) =

X

P2M

K

�

d

(x; P ) +O(1)

and that either �

d

(x; P ) = 0 or j�

d

(x; P )j � logNP .

Since divisors of su�ciently high degree are very ample, we have in particular that every

divisor can be written as the di�erence of two base point free divisors. It may be necessary to

make a �nite �eld extension for this. We use this to associate a Weil function with any divisor.

We still have that �

d

(x; P ) does not take nonzero values between � logNP and logNP .

If d is positive and d

1

and d

2

are divisors without base point such that d = d

1

� d

2

, then

we know that d

2

� d

1

and thus L(d

1

) � L(d

2

). It follows that

�

d

(x; P ) = �

d

1

(x; P )� �

d

2

(x; P ) + (P ) � 0 + (P )

by choosing a basis for L(d

2

) and extending it to a basis for L(d

1

).



Chapter 5

ABC over Global Fields

Let K be a global �eld and let M

K

be the usual set of primes. Assume that K has charac-

teristic zero.

5.1 Formulation

We de�ne

L

K

:=

�

h(a : b : c)

logN(a : b : c)

: a; b; c 2 K

�

; A+B + C = 0

�

:

Note: If K is of characteristic p, then a

p

+b

p

+c

p

= (a+b+c)

p

= 0. We have h(a

p

: b

p

: c

p

) =

p h(a : b : c) and logN(a

p

: b

p

: c

p

) = logN(a : b : c). In this case, we cannot hope that L

K

is bounded. The only global �elds of positive characteristic are function �elds. The problem

above can be remedied by demanding that the derivatives of a, b and c are nonzero. Then

the de�nition for L

K

would be di�erent for function �elds and number �elds. Therefore, we

choose to exclude �elds of positive characteristic in favor of uniformity for zero characteristic.

Conjecture 5.1.1 (weak ABC) It holds that lim supL

K

<1.

Conjecture 5.1.2 (ABC ine�ective) It holds that lim supL

K

= 1.

Lemma 5.1.3 The following statements are equivalent.

i. For all � > 0 there exists an e�ectively computable constant D = D

�;K

such that a; b; c 2

K

�

, a+ b+ c = 0 and

h(a : b : c)

logN(a : b : c)

> 1 + �

implies that h(a : b : c) � D.

ii. For all � > 0 there exists an e�ectively computable constant C = C

�;K

such that for all

a; b; c 2 K

�

such that a+ b+ c = 0 we have

h(a : b : c) � (1 + �) logN(a : b : c) + C:

31
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Proof:

i:) ii: If h(a : b : c) > D, then the implication is obvious. In the other case, we have

D � h(a : b : c). Since logN(a : b : c) is e�ectively bounded below for (a : b : c) that

have a discrete prime in their support, the implication follows.

i:( ii: Take C such that h(a : b : c) � (1 +

1

2

�) logN(a : b : c) + C. If

h(a:b:c)

logN(a:b:c)

> 1 + �,

then 1 +

1

2

� � (1 +

1

2

�) logN + C. Then we have logN(a : b : c) � 2

C

�

. This puts an

e�ective bound on h(a : b : c) � (1 +

1

2

�)N + C. �

Conjecture 5.1.4 (ABC e�ective) The statements in Lemma 5.1.3 are true.

R.C. Mason has proved in [Mas84] that conjecture 5.1.4 holds if K is a function �eld. He

even proved it under appropriate restrictions if K is of positive characteristic.

Theorem 5.1.5 (Mason) Let K be a function �eld of genus g and let f

1

; f

2

; f

3

2 K be

functions, not all constant, such that f

1

+ f

2

= f

3

. Then

h(f

1

: f

2

) � #Supp(f

1

: f

2

: f

3

) + 2g � 2

Proof: See [Mas84] Chapter 1, x3, Lemma 2. �

Since in case of function �elds we can assume logNP � 1 for all P 2M

K

, it follows that

logN(f

1

: f

2

: f

3

) � #Supp(f

1

: f

2

: f

3

). Since (f

1

: f

2

) 7! (f

1

: f

2

: f

1

+ f

2

) is a linear

morphism, we have by 4.1.3 that h(f

1

: f

2

: f

3

) = h(f

1

: f

2

) + C

2

for some explicit constant

C

2

. Thus, statement ii. of Lemma 5.1.3 follows.

5.2 ABC implies Mordell

Mordell conjectured the following theorem, that was proved by Faltings.

Theorem 5.2.1 (Faltings) Let V be a curve of genus g over a number �eld K. If g � 2 then

V only has �nitely many K-rational points.

This is a very important result. For example, it proves ine�ective Fermat, since it can

be proved that the genus of the curve described by X

n

+ Y

n

= Z

n

is at least 2 for n � 4.

This section shows that it is not a coincidence that also the ABC-conjecture implies Fermat

by showing that ABC implies Theorem 5.2.1. The proof described here is a more detailed

version of the one N.D. Elkies wrote in [Elk91].

Let �

0

= (�X : 1 : X � 1) be the linear map that maps every � 2 K n f0; 1g onto an

ABC-example.

Let V be a curve of genus g over a number �eld K. If we can �nd a function f on V such

that #f

�1

(f0; 1;1g) < deg f for curves with g � 2 and if we can prove the inequality

logN(�

0

(f(x))) � (1 + �)

#f

�1

(f0g) + #f

�1

(f1g) +#f

�1

(f1g)

deg f

h(�

0

(f(x))) + C

�

for every � > 0 then it would follow that ABC implies Theorem 5.2.1.

We factor N(�

0

(�)) into

N(�

0

(�)) = N

0

(�)N

1

(�)N

1

(�);
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where

N

0

(�) =

Y

P2M

K

:j�j

P

<1

NP;

N

1

(�) = N

0

(�� 1) and

N

1

(�) = N

0

(

1

�

):

Proposition 5.2.2 (Elkies) Let V be a curve over K and let f 2 K(V ) be a rational function

on V . Then for every � > 0 there exists an e�ectively computable constant C

�

such that for

all x 2 V

K

n f

�1

(f0g) we have

logN

0

(f(x)) � (1 + �)

deg f � b

f

(0)

deg f

h(f(x)) + C

�

:

Proof: Although we only need the proposition for curves of high genus, it is instructive to

see the proof for rational curves. Therefore, �rst assume V has genus 0. Then h(f(x)) =

deg(f)h(x)+C

1

. Write f(

x

y

) as

F (x;y)

G(x;y)

and factor F over K as F = w

Q

k

F

k

with w 2 K

�

and

F

k

irreducible polynomials over K of degrees d

k

. Without loss of generality, we can assume

that the coe�cients of G are K-integers.

Take z 2 K. We can write z =

x

y

with x; y K-integers. Therefore, the primes where

F (x;y)

G(x;y)

is a local integer and not a local unit form a subset of the places where F (x; y) is. It follows

that

logN

0

(f(

x

y

)) = logN

0

(

F (x; y)

G(x; y)

) � logN

0

(F (x; y)) =

X

k

logN

0

(F

k

(x; y))

�

X

k

h(F

k

(x; y)) + C

1

�

X

k

d

k

h(x : y) + C

1

:

Since we have that deg f =

P

k

m

k

d

k

, b

f

(0) =

P

k

(m

k

� 1) and h(x : y) =

1

deg f

h(f(

x

y

)) +C

2

,

the proposition follows with C

�

independent of �.

Now assume V has genus g. De�ne d := (f)

0

and write d =

P

k

m

k

p

k

, where the p

k

are

prime rational divisors over K of degrees d

k

. We have deg f =

P

k

m

k

d

k

= deg d. Since we

are working over a number �eld, �eld extensions are separable and thus no points in p

k

occur

with higher multiplicity than one. Therefore, any multiple zeros of f must be due to repeated

irreducible factors. That means we have b

f

(0) = deg f�

P

k

d

k

. By Proposition 4.2.2 we have

h(f(x)) = h

d

(x) + C

1

=

X

k

m

k

h

p

k

(x) + C

1

;

where C

1

is e�ective after explicit choice of the morphism that de�nes h

d

. Write d

0

=

P

k

p

k

.

We can express the rami�cation above 0 as b

f

(0) = deg d� deg d

0

.

We assume that we are working over a large enough �eldK such that all p

k

can be written

as the di�erence of divisors d

k;1

; d

k;2

for which the vector spaces L(d

k;1

) and L(d

k;2

) have bases

that are de�ned over K.

The following argument was pointed out by J.H. Evertse. If P contributes to logN

0

(f(x)),

then jf(x)j

P

< 1, or equivalently j

1

f

(x)j

P

> 1. Since

1

f

2 L(d), we have that �

d

(x; P ) �

logNP . Since

�

d

(x; P ) =

X

k

m

k

�

p

k

(x; P ) + (P );
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there exists a k such that �

p

k

(x; P ) � logNP . We have that �

p

k

(x; P ) � �

k

(P ) because p

k

is a positive divisor. Therefore, we have

X

k

�

p

k

(x; P ) � logNP �

P

k



k

(P ) for P : jf(x)j

P

< 1 and

X

k

�

p

k

(x; P ) � �

P

k



k

(P ) for P : jf(x)j

P

� 1:

If we sum over all P 2M

K

, we get

h

d

0

(x) =

X

p2M

K

�

d

0

(x; P ) �

X

P :jf(x)j

P

<1

logNP �

X

P2M

K



k

(P ) = N

0

(f(x))�C

2

:

By Theorem 4.2.1 we have

h

d

0

�

deg d

0

deg d

(1 + �)h

d

(x) + C

3;�

:

Combining these results then gives

logN

0

(f(x)) � (1 + �)

deg f � b

f

(0)

deg f

h(f(x)) + C

�

:

�

Theorem 5.2.3 (Elkies) E�ective and ine�ective versions of the ABC-conjecture imply re-

spective versions of Theorem 5.2.1.

Proof: Suppose we have a curve V over a number �eld K of genus g � 2 with in�nitely many

K-rational points. Theorem 3.4.2 ensures the existence of a rational function f on that curve

that is unrami�ed outside f0; 1;1g. Since extending K would only increase the number of

K-rational points on V , we can safely assume that f 2 K(V ). By Theorem 3.4.1 we have

b

f

(0) + b

f

(1) + b

f

(1) = 2deg f + 2g � 2:

By Proposition 5.2.2 and the fact that h(f(x)) = h(

1

f

(x)) = h(f(x)+1)+O(1) = h(�

0

(f(x)))+

O(1) with the O(1) functions e�ectively bounded, we have

logN(�

0

(f(x))) = logN

0

(f(x)) + logN

1

(f(x)) + logN

1

(f(x))

� (1 + �)

3 deg f � b

f

(0)� b

f

(1) � b

f

(1)

deg f

h(�

0

(f(x))) + C

�

:

For brevity, write h := h(�

0

(f(x))) and lN := logN(�

0

(f(x))). We have

h

lN

�

1

1 + �

deg f

deg f � 2g + 2

�

1�

C

�

lN

�

:

Pick a � > 0. Choose � such that we have

h

lN

> (1 + �)

�

1�

C

�

lN

�

:
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By the ABC-conjecture, we have a D (e�ective or ine�ective) such that if h > D, then

h

lN

� 1 +

1

2

�. Then

1 +

1

2

� > (1 + �)

�

1�

C

�

lN

�

;

which puts an e�ective bound on lN and thereby on h > D. If D is ine�ective, then we do

not get an e�ective bound on h.

We see that for x 2 V

K

we have that h(�

0

(f(x))) is bounded. By 4.1.4, we have that

�

0

(f(V

K

)) is �nite. Since �

0

� f is a nonconstant rational map from a curve, this implies that

V

K

itself is �nite. �

No e�ective version of Theorem 5.2.1 exists yet.



Chapter 6

N-conjecture

In this section we will generalize the ABC-conjecture to more variables. Let K be a global

�eld of characteristic 0 and let M

K

be the usual set of primes.

6.1 Divisibility

We return to the ABC-conjecture over Z for now. There we demand that gcd(A;B;C) = 1

for obvious reasons. We then conjecture that

logmax(jAj; jBj; jCj)

logR(ABC)

is bounded for A+B = C. The divisibility demand in this case is equivalent with demanding

that A, B and C are pairwise coprime. This is not so for more than three variables.

We could assume that all terms are pairwise coprime, but that would exclude examples

like 125 � 90 � 27 � 8 = 0, which seem perfectly valid. On the other hand we could just

assume that there is no factor in common to all terms. Then we wouldn't exclude examples

like

11

�

(2 + 3� 5) + 13

�

(7 + 2� 9) = 0 (�; � 2 N)

which would be counterexamples to all conceivable generalizations of the ABC-conjecture.

The minimal demand to exclude that type of example is that vanishing subsums may not

have terms that have any factor in common. That means that if x

1

; : : : ; x

n

2 Z is a good

example for the n-conjecture over Z, then

P

n

i=1

x

i

= 0 and for every subset I � f1; : : : ; ng

such that

P

i2I

x

i

= 0, it holds that gcd

i2I

(x

i

) = 1.

If a proper subsum for x

1

; : : : x

n

does vanish, then so does the complementary sum, con-

sisting of all terms not included in the subsum. That means that that particular example is

in fact the sum of an m-example and an (n�m)-example. We can then use the m-conjecture

and the (n�m)-conjecture to get information about the structure of this example.

Therefore, we will consider such examples degenerate and we formulate the n-conjecture

for nondegenerate examples. That means that we will assume that no proper subsum van-

ishes. Divisibility demands then become simply that no factors divide all terms. Put more

generally, it means that examples can be considered to be projective points, meaning that

scalar multiplication doesn't really change the example. The next section will make all of this

precise.

36
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6.2 Formulation

It is most convenient to formulate the n-conjecture in terms of height and norm of projective

points. The set of nondegenerate examples is then naturally described in terms of hyperplanes.

Let K be a global �eld of characteristic zero. We de�ne

W

n

K;I

:=

(

(x

1

: : : : : x

n

) 2 P

n�1

K

:

X

i2I

x

i

= 0

)

for I � f1; : : : ; ng:

For convenience we write

V

n

K

:=W

n

K;f1;::: ;ng

, W

n

K

:=

[

;(I(f1;::: ;ng

W

n

K;I

The set V

n

K

nW

n

K

is called the set of nondegenerate n-examples. Note that if K is a number

�eld, every nondegenerate n-example has a representative (x

1

; : : : ; x

n

) with

P

n

i=1

x

i

= 0, no

proper subsum vanishes, all x

i

are K-integers and gcd((x

1

); : : : ; (x

n

)) = (1).

We de�ne

L

n;K

:=

�

h(x

1

: : : : : x

n

)

logN(x

1

: : : : : x

n

)

: (x

1

: : : : : x

n

) 2 V

n

K

nW

n

K

�

:

Note that the above quotient is not de�ned if jx

1

j

P

= : : : = jx

n

j

P

at all primes P 2M

K

. The

logarithmic height of such points equals zero as well. We tacitly exclude these points.

Conjecture 6.2.1 (weak n-conjecture) It holds that lim supL

n;K

<1.

If n = 3 this is the weak ABC-conjecture over K. In this case it is convenient to note that

V

3

K

= P

1

K

= K [ f1g:

It follows that

V

3

K

nW

3

K

= P

1

K

n f0; 1;1g = K n f0; 1g

by the parametrization x 7! (�x : �1 : x+ 1).

Similar to the ABC-conjecture, if K is a function �eld, this is not a conjecture anymore.

Brownawell and Masser have proved it in [BM86].

Theorem 6.2.2 (Brownawell, Masser) Let K be a function �eld. Then

h(x

1

: : : : : x

n

) �

1

2

(n� 1)(n� 2) (#Supp(x

1

: : : : : x

n

) + max(2g � 2; 0))

6.3 Nondegenerate Embeddings

Let K be a number �eld. We shall show a connection between the n-conjecture over K and

the n-conjecture over K(X). In fact, it turns out that the �rst implies the latter. Technically

this is of little value since the latter is proved while the �rst is not. However, the connection

is a quantitative one, so any lower bound in the function �eld case gives rise to a similar one

for K.
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Let (f

1

: : : : : f

n

) be a nondegenerate n-example over K(X). Since the n-conjecture is

trivial if all f

i

are constant or equal, we assume this is not the case. That means

� = (f

1

: : : : : f

n

) : P

1

K

�! P

n�1

K

x 7�! (f

1

(x) : : : : : f

n

(x))

is nonconstant and, in particular, � 6= (0 : : : : : 0). Thus � is a morphism. Since � 2 V

n

K(X)

,

it follows that �(x) 2 V

n

K

for all x 2 P

1

K

. Similarly, � 62W

n

K(X)

implies that there are x 2 P

1

K

such that �(x) 62 W

n

K

. Because �(P

1

K

) is a curve, we can conclude that �(P

1

K

) \W

n

K

is a

�nite set. We call � a nondegenerate embedding of P

1

K

into the set of n-examples, since

all but �nitely many points are mapped to nondegenerate n-examples. Every nondegenerate

n-example over K(X) thus gives rise to a nondegenerate embedding.

We choose coordinates such that P

1

K

= K[f1g. Without loss of generality we can assume

that all f

i

are polynomials. We write f

i

withK-integer coe�cients. Since any common factors

can be divided out, we can assume that gcd(f

1

; : : : ; f

n

) = 1 and thus we can write

f

i

= a

i

g

e

i;1

1

� � � g

e

i;t

t

where g

1

; : : : ; g

t

are distinct irreducible polynomials over K with K-integer coe�cients such

that for every j there are i

1

; i

2

such that e

i

1

;j

= 0 and e

i

2

;j

6= 0. Naturally, all e

i;j

� 0. We

de�ne

 :=

t

Y

j=1

g

j

:

Lemma 6.3.1 Let  and � be de�ned as above. Then

logN� = deg or logN� = deg + 1:

Proof: We have

Supp( : 1) = f1g [ fg

j

g

t

j=1

:

and

Supp� = fg

j

g

t

j=1

or Supp� = f1g [ fg

j

g

t

j=1

according to whether the f

i

are of equal degree or not. Since logN1 = 1 it follows that

logN� = logN( : 1) or logN� = logN( : 1) � 1. The lemma follows by noting that

logN( : 1) = 1 +

P

t

i=1

deg g

i

= deg + 1. �

In the following lemmas the norm and height are the ones de�ned on K, not on K(X).

Lemma 6.3.2 Let  and � be de�ned as above. Then

logN�(x) � logN (x) +O(1)

for all x 2 K.

Proof: We claim that there is a �nite subset E of M

K

such that for all P 2 M

K

n E, we

have that jf

i

(x)j

P

= ja

i

g

e

i;1

1

(x) � � � g

e

i;t

t

(x)j

P

6= 1 implies that j (x)j

P

6= 1. It then follows

that Supp�(x) � Supp (x) [ E, because if P 2 Supp�(x) then there exist i

1

; i

2

such that

jf

i

1

(x)j

P

6= jf

i

2

(x)j

P

, thus there is an i such that jf

i

(x)j

P

6= 1. Using the claim it follows that

logN�(x) � logN (x) +

X

P2E

logNP
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where the last term is a �xed, and in fact e�ectively computable, constant.

It remains to prove the claim. De�ne P 2 E if ja

i

j

P

6= 1 for some i 2 f1; : : : ; ng or

if jpj

P

6= 1 for p the coe�cient of the leading term of

Q

j2J

g

j

where J is some subset of

f1; : : : ; ng or if P is archimedean. Fix any P 2M

K

nE and assume that jf

i

(x)j

P

6= 1. Then

jg

j

(x)j

P

6= 1 for some j, because ja

j

j

P

6= 1 is excluded.

If the claim were not true for P , we would have j (x)j

P

= j

Q

t

j=1

g

j

(x)j

P

= 1. It then

follows that there exist j

1

; j

2

such that jg

j

1

(x)j

P

< 1 and jg

j

2

(x)j

P

> 1. We split the product

into

Q

1

(X) =

Y

j:jg

j

(x)j

P

<1

g

j

(X) = p

k

X

k

+ � � �+ p

0

and

Q

2

(X) =

Y

j:jg

j

(x)j

P

>1

g

j

(X) = q

l

X

l

+ � � �+ q

0

which are nonconstant polynomials of degree k and l. Write x =

r

s

with r; s 2 K integers

such that jrj

P

= 1 or jsj

P

= 1.

If jsj

P

= 1 then, by jQ

2

(

r

s

)j

P

> 1, we have

jq

l

r

l

+ � � �+ q

0

s

l

j

P

> jsj

l

P

= 1

which contradicts the fact that s

l

Q

2

(

r

s

) is a K-integer.

If jsj

P

6= 1 then jrj

P

= 1. By jQ

1

(

r

s

)j

P

< 1 we have

jp

k

r

k

+ s(p

k�1

r

k�1

+ � � �+ p

0

s

k�1

)j

P

< jsj

k

P

< 1;

thus

jp

k

r

k

j

P

� max(jp

k

r

k

+ s(p

k�1

r

k�1

+ � � �+ p

0

s

k�1

)j

P

); js(p

k�1

r

k�1

+ � � �+ p

0

s

k�1

)j

P

< 1

which contradicts the fact that jp

k

j

P

= 1 and jrj

P

=1. �

Lemma 6.3.3 Let  (X) 2 K[X] be a polynomial with K-integer coe�cients. Then

logN (x) � h(x) + h( (x))

for all x 2 K.

Proof: The key to this proof is the fact that if jxj

P

6= 1 then j log jxj

P

j � logNP . We have

h (x) =

X

P :j (x)j

P

>1

log j (x)j

P

=

X

P :j (x)j

P

<1

� log j (x)j

P

because

P

P2M

K

log j (x)j

P

= 0 by PF2. Furthermore

h(x) =

X

P :jxj

P

>1

log jxj

P

�

X

P :j (x)j

P

>1

log jxj

P
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because jxj

P

� 1 implies that j (x)j

P

� 1 since  has integer coe�cients. Combining this

gives us

logN (x) =

X

P :j (x)j

P

6=1

logNP

=

X

P :j (x)j

P

>1

logNP +

X

P :j (x)j

P

<1

logNP

� h(x) + h (x):

�

Theorem 6.3.4 Let K be a number �eld and let � be a nondegenerate n-example over K(X).

Then

lim supL

n;K

�

h�

logN�+ 1

:

Proof: By the lemmas and Theorem 4.1.3 we have for every x 2 K

h�(x)

logN�(x)

�

h�(x)

logN (x) +O(1)

�

h�(x)

h(x) + h (x) +O(1)

=

h(x) deg �+O(1)

(deg + 1)h(x) +O(1)

�

h(x) deg �+O(1)

(logN�+ 1)h(x) +O(1)

:

By taking a sequence of x 2 K such that h(x)!1 it follows that

lim supL

n;K

�

h�

logN�+ 1

because of Lemma 4.1.5. �

Corollary 6.3.5 Let K be a number �eld. Then lim supL

n;K

� lim supL

n;K(X)

.



Chapter 7

Explicit Examples over Q (X)

In this section we construct explicit examples over the function �eld Q(X). On one hand

this indicates limits to possible improvements on the bound stated in Theorem 6.2.2. On the

other hand, every explicit n-example over K(X) gives a lower bound on lim supL

n;K

.

7.1 Motivation and Notation

In Theorem 6.3.4 it is proved that for an explicit n-example � overK(X), we have lim supL

n;K

�

h�

logN�+1

. In a special case, this can be improved.

Lemma 7.1.1 Let � be a nondegenerate n-example over K(X), where K is a number �eld

and Supp� � f0;�1;1g. Then

lim supL

n;K

� deg � = h�:

Proof: By the notation of the previous section,  (X) = X(X + 1). We de�ne

�

0

:= (�X : X + 1 : �1):

As proved in Proposition 1.2.3, the sequence fx

i

g = f�3

2

i

g implies that

lim sup

x2Knf0;1g

h(x)

logN (x)

= lim sup

x2Knf0;1g

h�

0

(x)

logN�

0

(x)

� 1:

Under the assumptions in the lemma we then have

lim supL

n;K

� lim sup

h�(x)

logN (x)

= deg � lim sup

h(x)

logN (x)

� deg �:

�

We limit ourselves to such �. We write �(X) = (f

1

(X) : : : : : f

n

(X)) where the f

i

are

polynomials satisfying

f

i

(X) = a

i

X

k

i

(X + 1)

l

i

:

Since common factors can be divided out, there exist i and j such that k

i

= 0, l

j

= 0 and

d := deg � = max

i

deg f

i

= max

i

(k

i

+ l

i

):

41
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Since � is a nondegenerate n-example, we have that

P

n

i=1

f

i

(X) = 0 and that no proper

subsum vanishes.

With each f

i

we associate a homogeneous polynomial of degree d in three variables

~

f

i

(A;B;C) = q

k

i

;l

i

A

k

i

B

l

i

C

d�k

i

�l

i

where q

k

i

;l

i

= (�1)

d�l

i

a

i

:

It is easy to check that f

i

=

~

f

i

� �

0

, where �

0

= (�X : X + 1 : �1). Therefore, we have

Q(A;B;C) :=

P

~

f

i

(A;B;C) = 0 for A + B + C = 0 which implies that Q(A;B;C) =

(A+B + C)P (A;B;C). We denote

Q(A;B;C) =

d

X

i=0

d�i

X

j=0

q

i;j

A

i

B

j

C

d�i�j

and

P (A;B;C) =

d�1

X

i=0

d�1�i

X

j=0

p

i;j

A

i

B

j

C

d�1�i�j

:

All other p

i;j

and q

i;j

are considered 0. That means we have

q

i;j

= p

i�1;j

+ p

i;j

+ p

i;j�1

Furthermore, it follows that

n = #f(i; j) : q

i;j

6= 0g:

Divisibility demands translate into the existence of i, j and k such that q

i;0

6= 0, q

0;j

6= 0

and q

k;d�k

6= 0. Nondegeneracy has no simple interpretation in this context. We will check it

separately.

For both degenerate and nondegenerate examples we introduce the �ngerprint by

F

�

:= f(k

i

; l

i

) : i = 1; : : : ; ng = f(i; j) : q

i;j

6= 0g =: F

Q

:

Figure 7.1: Example �ngerprint: F

11;1

1,0 2,0

0,1

0,2

0,3

1,1

1,2

2,1

3,0

We will limit ourselves to studying examples with given �ngerprint

F

d;m

:= f(0; d); (0; 0); (d; 0)g [

m�1

[

i=0

f(2i + 1;

1

2

(d� 1)� i); (

1

2

(d� 1)� i; 2i+ 1)g [

f(2m+ 1; 2m+ 1); (2m + 2; 2m + 2); : : : ; (

1

2

(d� 1);

1

2

(d� 1))g;
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where d is odd and m = 0; : : : ; d

d�1

6

e � 1. Note that transformations like (i; j) 7! (j; i) and

(i; j) 7! (d � j; i) do not map F

d;m

1

onto F

d;m

2

, meaning that these �ngerprints are truly

distinct in the sense that rotation and mirroring do not map one �ngerprint to another.

7.2 Nondegeneracy

Assume that there exists a normalized n-example � of degree d and with �ngerprint F

d;m

.

Since the ordering of the f

i

in (f

1

: : : : : f

n

) = � is not important, we can safely assume that

f

1

= (X + 1)

d

; f

2

= �1 and f

3

= �X

d

:

For i = 0; : : : ;m� 1 we have

f

4+2i

= a

4+2i

X

2i+1

(X + 1)

1

2

(d�1)�i

f

5+2i

= a

5+2i

X

1

2

(d�1)�i

(X + 1)

2i+1

and for i = 1; : : : ;

1

2

(d+ 5)� 3� 2m we have

f

3+2m+i

= a

3+2m+i

X

2m+i

(X + 1)

2m+i

:

Each f

i

can be written as a coordinate vector with respect to the basis f1;X;X

2

; : : : ;X

d

g,

leading to

f

i

=

0

B

@

f

i;0

.

.

.

f

i;d

1

C

A

with f

i;j

= a

i

 

l

i

j � k

i

!

where

�

l

k

�

= 0 if k < 0 or if k > l.

Lemma 7.2.1 If � is a normalized n-example with �ngerprint F

d;m

then � is nondegenerate.

Proof: We have that ff

n

; : : : ; f

4

g is a set of independent vectors, since each vector has a

nonzero entry at a place where its predecessors have a zero entry. Therefore, it cannot be the

case that the sum of a nonempty subset of ff

n

; : : : ; f

4

g vanishes.

Suppose that ff

1

; : : : ; f

n

g is a degenerate set, meaning that there exist a partition of

f1; : : : ; ng into two nonempty, disjoint sets V

1

and V

2

such that

P

f2V

1

f =

P

f2V

2

f = 0.

Then one contains f

1

. Since f

2

and f

3

are the only other vectors f

i

with f

i;0

6= 0 or f

i;d

6= 0,

they must be in the same set as f

1

. The other set must then be a subset of ff

4

; : : : ; f

n

g,

contradicting independence of that set. �

7.3 Existence and Uniqueness

In order to show that examples with given F

d;m

exist, we simply show that we can give the

p

i;j

values such that q

i;j

6= 0 if and only if (i; j) 2 F

d;m

. For convenience we introduce a

special set of indices. A triangle border of length e and o�set f is a set

T

e;f

:= f(i; f) : i = f; : : : ; e+ fg [

f(f; j) : j = f; : : : ; e+ fg [

f(f + i; e+ f � i : i = 0; : : : ; eg:
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A set fp

i;j

g

T

e;f

is called mirror symmetric if p

i;j

= p

j;i

holds for all (i; j) 2 T

e;f

.

A set fp

i;j

g

T

e;f

is called rotation symmetric if

p

f+i;f

= p

f+e�i;f+i

;

p

f+e�i;f+i

= p

f;f+e�i

and

p

f;f+e�i

= p

f+i;f

hold for i = 0; : : : ; e.

A set fp

i;j

g

T

e;f

is called fully symmetric if it is both rotation and mirror symmetric. It is

clear that such a set is completely determined by p

f;f

; : : : ; p

f;f+d

1

2

ee

.

Lemma 7.3.1 Let fp

i;j

g

T

e;f

be a mirror symmetric set with e � 3. Then there exist p

i;f+1

; p

f+1;i

for i = f+1; : : : ; e+f�2 such that fp

i;j

g

T

e�2;f+1

is mirror symmetric and q

i;f+1

= q

f+1;i

= 0

for i = f + 2; : : : ; e+ f � 1.

Proof: De�ne inductively for i = e+ f � 2; : : : ; f + 1

p

i;f+1

:= �p

i+1;f+1

� p

i+1;f

and

p

f+1;i

:= �p

f+1;i+1

� p

f;i+1

:

Mirror symmetry is preserved and therefore there is no contradiction for p

f+1;f+1

. Since

q

i+1;f+1

= p

i;f+1

+ p

i+1;f+1

+ p

i+1;f

and

q

f+1;i+1

= p

f;i+1

+ p

f+1;i+1

+ p

f+1;i

;

it follows that q

i+1;f+1

= q

f+1;i+1

= 0 for i = f + 1; : : : ; e+ f � 2. �

Lemma 7.3.2 Let fp

i;j

g

T

e;f

be a fully symmetric set, where e � 3 is odd. Then there is a

fully symmetric set fp

i;j

g

T

e�3;f+1

such that q

i;j

= 0 for (i; j) 2 T

e�2;f+1

.

Proof: De�ne inductively for i = 0; 1; : : : ;

1

2

(e� 3)

p

f+1;f+1+i

:= �p

f;f+1+i

� p

f+1;f+i

:

Other p

i;j

are de�ned by enforcing full symmetry. Since

q

f+1;f+1+i

= p

f;f+1+i

+ p

f+1;f+1+i

+ p

f+1;f+i

it follows that these are all equal to zero for i = 0; : : : ;

1

2

(e � 3). It is easy to check that if

fp

i;j

g

T

e;f

and fp

i;j

g

T

e�3;f+1

are fully symmetric sets, then fq

i;j

g

T

e�2;f+1

is fully symmetric as

well. This proves the lemma. �

Lemma 7.3.3 Let fp

i;j

g

T

e;f

be a fully symmetric set, where e � 4 is even. Then there is a

fully symmetric set fp

i;j

g

T

e�3;f+1

such that q

i;j

= 0 for (i; j) 2 T

e�2;f+1

nf(f +

1

2

e; f +1); (f +

1

2

e; f +

1

2

e); (f + 1; f +

1

2

e)g.

Proof: Same as Lemma 7.3.2, but let i run from 0 to

1

2

e � 2. All arguments still hold, but

nothing can be said of q

f+

1

2

e;f+1

, q

f+

1

2

e;f+

1

2

e

and q

f+1;f+

1

2

e

. �

The following algorithm produces normalized n-examples with �ngerprint F

d;m

where d is

odd and m 2 f0; 1; : : : ; d

d�1

6

e � 1g.
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1. For i = 0; : : : ; d� 1 de�ne p

i;0

= p

0;i

= p

i;d�1�i

= (�1)

i

.

2. Put n := 3, f := 0 and e := d� 1.

3. Repeat m times:

apply lemma 7.3.3. n := n+ 3, f := f + 1 and e := e� 3.

apply lemma 7.3.2. f := f + 1 and e := e� 3.

4. Repeat until e = 2:

apply lemma 7.3.1. n := n+ 1, f := f + 1 and e := e� 2.

5. n := n+ 1 and e := e� 2.

Lemma 7.3.4 Normalized examples with �ngerprint F

d;m

with m = 0; 1; : : : ; d

d�1

6

e � 1 and

d odd, exist and are unique.

Proof: The algorithm shows a way of solving the system fq

0;0

= q

d;0

= q

0;d

= 1g [ fq

i;j

= 0 :

(i; j) =2 F

d;m

g. That solution is unique, since in each step, all values assigned to the p

i;j

are

completely determined by the values of earlier assigned p

i;j

. �

Theorem 7.3.5 Let d � 3 be odd. Then there exist at least d

d�1

6

e nondegenerate

1

2

(d + 5)-

examples over Q(X) of degree d with Supp� = f1; 0;�1g. These examples are truly distinct

in the sense that none is the result of combining another with a linear transformation.

Proof: Lemma 7.3.4 proves existence and 7.2.1 proves nondegeneracy. Concerning linear

transformations, we note that any such transformation should leave Supp� invariant. That

means it permutes the set of monomials f�1;�x; x+1g. This leads to mirroring and rotation

of the �ngerprints involved. No F

d;m

can be mapped to another using such operations. �

7.4 Additional Solutions

The representation in Section 7.2 can be used to generate solutions as well. We write f

1

=

(X + 1)

d

, f

2

= �1, f

3

= �X

d

, and we regard these as column vectors with respect to the

basis f1;X; : : : ;X

d

g. We want to calculate a sequence of vectors ff

4

; : : : ; f

n

g of the form

f

i

= a

i

X

s

(X +1)

w

such that

P

n

i=1

f

i

= 0. We use that f

1

+ f

2

+ f

3

is symmetric in the sense

that X

d

(f

1

(

1

X

) + f

2

(

1

X

) + f

3

(

1

X

)) = f

1

(X) + f

2

(X) + f

3

(X) and we preserve this symmetry

thoughout the algorithm. Initialize n := 3. Let s denote the lowest power of X that has a

nonzero coe�cient in

P

n

i=1

f

i

and let s+w denote the highest power of X that has a nonzero

coe�cient in

P

n

i=1

f

i

. Finally, (

P

n

i=1

f

i

)

t

denotes the coe�cient of X

t

in

P

n

i=1

f

i

.

If w

0

:=

(

P

n

i=1

f

i

)

s+1

(

P

n

i=1

f

i

)

s

is an integer, then if we substract (

P

n

i=1

f

i

)

s

X

s

(X + 1)

w

0

, this will

eliminate the two lowest powers of X from

P

n

i=1

f

i

. By symmetry, we have that if w

0

� w�2,

then (

P

n

i=1

f

i

)

s

X

s+w�w

0

(X + 1)

w

0

will do the same for the two highest powers in

P

n

i=1

f

i

,

without interfering with the lowest powers of X.

Another strategy is to eliminate both the highest and the lowest powers of X from

P

n

i=1

f

i

.

This is done by substracting (

P

n

i=1

)

s

X

s

(X + 1)

w

from

P

n

i=1

f

i

.

By doing this iteratively and updating all quantities involved, we eventually get

P

n

i=1

f

i

=

0 with n at most

1

2

(d+ 5).

This leads to the following algorithm for d odd.
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1. f

1

:= (x+ 1)

d

, f

2

:= �1, f

3

:= �x

d

, w := d� 2, n := 3, s := 1.

2. if w

0

:=

(

P

n

i=1

f

i

)

s

(

P

n

i=1

f

i

)

s

is an integer and w

0

� w � 2 then choose either 2a or 2b. Otherwise

go to 2b.

(a)

f

n+1

:= �(

n

X

i=1

f

i

)

s

X

s

(X + 1)

w

0

f

n+2

:= �(

n

X

i=1

f

i

)

s

X

s+w�w

0

(X + 1)

w

0

n := n + 2. Update s and w such that X

s

is the lowest power of X that occcurs

in

P

n

i=1

f

i

and X

s+w

is the highest power.

(b)

f

n+1

:= �(

n

X

i=1

f

i

)

s

x

s

(x+ 1)

w

0

n := n + 1. Update s and w such that X

s

is the lowest power of X that occcurs

in

P

n

i=1

f

i

and X

s+w

is the highest power.

3. if

P

n

i=1

f

i

= 0 then stop, else go to 2.

Existence of examples with �ngerprint F

d;m

ensures that it is possible to start with choos-

ing 2a m times to start with and then execute 2b for the rest of the algorithm. It turns out,

however that sometimes it is possible to execute 2a after 2b has been executed. For instance,

if d = 27 it is possible to execute 2b followed by 2a and then �nish with executing 2b.

This gives additional examples in these special cases. They are not better or worse, but

they do have other �ngerprints. Below is a table of all abnormal examples for d � 147. For

brevity, only the string of successively executed steps a and b is denoted. \ : : : " stands for

enough bs to �nish the algorithm.

27 : abab : : :

65 : aabab : : :

67 : bbbbbbbbbbab : : :

97 : bbbbbbbbbbbbbbbbbbbab : : :

119 : aaabab : : :

7.5 Formulas

Let Q(A;B;C) be a homogeneous polynomial in 3 variables of degree d that is divisible by

A+B + C. We write

Q(A;B;C) =

X

i;j

q

i;j

A

i

B

j

C

d�i�j

:
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We have Q(A;B;C) = (A+B+C)P (A;B;C), where P (A;B;C) is a homogeneous polynomial

in 3 variables of degree d� 1. We write

P (A;B;C) =

X

i;j

p

i;j

A

i

B

j

C

d�1�i�j

:

We have that

q

i;j

= p

i�1;j

+ p

i;j

+ p

i;j�1

:

This gives us enough equations to express p

i;j

in terms of q

k;l

. By induction, we have

p

i;j

=

i

X

k=0

j

X

l=0

(�1)

(i+j)�(k+l)

 

(i+ j)� (k + l)

i� k

!

q

k;l

:

Since p

i;d�i

= 0, it follows that

i

X

k=0

d�i

X

l=0

(�1)

d�(k+l)

 

d� (k + l)

i� k

!

q

k;l

= 0 for i = 0; : : : ; d: (7.1)

By symmetry, we have that these equations must also hold if we apply the rotation q

i;j

7!

q

d�i�j;i

or q

i;j

7! q

j;d�i�j

. This leads to the equations

i

X

k=0

d�i

X

l=0

(�1)

d�(k+l)

 

d� (k + l)

i� k

!

q

d�k�l;k

= 0 for i = 0; : : : ; d; (7.2)

i

X

r=0

d�i

X

l=0

(�1)

d�(k+l)

 

d� (k + l)

i� k

!

q

l;d�k�l

= 0 for i = 0; : : : ; d: (7.3)

Let G

(t)

i;d

be the set of indices (k; l) with k � 0, l � 0 and k + l � d such that the coe�cient

of q

k;l

in the corresponding equation is nonzero. That means that

G

(1)

i;d

= f(k; l) : k = 0; : : : ; i; l = 0; : : : ; d� ig

G

(2)

i;d

= f(k; l) : l = 0; : : : ; i; k = i� l; : : : ; d� lg

G

(3)

i;d

= f(k; l) : k = 0; : : : ; d� i; l = d� i� k; : : : ; d� kg

Let F

d

:= f(k; l) : q

k;l

6= 0g. Since

X

(k;l)2G

(t)

i;d

C

(t)

k;l;i;d

q

k;l

= 0;

where the C

(t)

k;l;i;d

are nonzero, we have that

#G

(t)

i;d

\ F

d

= 0 or #G

(t)

i;d

\ F

d

� 2:

Recall that if F

d

is the �ngerprint of a nondegenerate n-example of degree d, then we have

that f(i

1

; 0); (0; j

2

); (i

3

; d � i

3

)g � F

d

for certain i

1

; j

2

; i

3

since the monomials in Q have no

factor in common. Thus, for �ngerprints of nondegenerate examples we have

#G

(t)

0;d

\ F

d

� 2 for t = 1; 2; 3:

Equation (7.1) enables us to determine closed formulas for some n-examples given in previous

sections.
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Proposition 7.5.1 Let

P

q

k;l

A

k

B

l

C

d�k�l

be the polynomial associated with the normalized

n-example with �ngerprint F

d;0

. We have q

0;0

= q

0;d

= q

d;0

= 1 and

q

i;i

= (�1)

i

d

d� i

 

d� i

i

!

for i = 1; 2; : : : ;

1

2

(d� 1)

Proof: Equation (7.1) holds for i = 1; 2; : : : ;

1

2

(d � 1). If we simplify this using q

k;l

= 0 if

(k; l) =2 F

d;0

, we get

i

X

k=0

 

d� 2k

i� k

!

q

k;k

= 0:

This leads to the recurrence relation

q

i;i

= �

i�1

X

k=0

 

d� 2k

i� k

!

q

k;k

:

Using induction, the formula in the proposition can be checked. �

The family of examples with �ngerprint F

d

; 0 is the family that was already constructed by

Browkin and Brzezinski in [BB92]. They state the same formula. Their proof of the existence

and nondegeneracy of these examples is di�erent from the proof given here.

7.6 Optimality

Let � = (f

1

: : : : : f

n

) be a nondegenerate n-example of degree d and such that Supp� �

f0;�1;1g. With such an example, we can associate an embedding

~

� : P

2

! P

n�1

by

� := (

~

f

1

: : : : :

~

f

n

), where the

~

f

i

are monomials in the coordinates of P

2

. By nondegeneracy

of � we have

~

�(V

3

) � V

n

and

~

�(V

3

) 6� W

n

. Lemma 7.1.1 shows how we can use this to lift

3-examples over Q to n-examples over Q .

The same can be done for 3-examples over Q(X). Suppose (g

1

: g

2

: g

3

) is a nondegenerate

example over Q(X). Then Im (g

1

: g

2

: g

3

) \ V

3

n W

3

is in�nite.

~

� � (g

1

: g

2

: g

3

) is a

nondegenerate n-example since Im

~

� � (g

1

: g

2

: g

3

) � V

n

and Im

~

� � (g

1

: g

2

: g

3

) 6� W

n

,

because only �nitely many points in V

3

are mapped into W

n

by

~

�. We have Supp

~

� � (g

1

: g

2

:

g

3

) � Supp(g

1

: g

2

: g

3

), since

~

f

i

(g

1

; g

2

; g

3

) = q

k

i

;l

i

g

k

i

1

g

l

i

2

g

d�k

i

�l

i

3

. Furthermore we have

deg

~

� � (g

1

: g

2

: g

3

) = deg

~

�deg(g

1

: g

2

: g

3

):

That means we have

Lemma 7.6.1 Let

~

� = (

~

f

1

: : : : :

~

f

n

) be the map belonging to a nondegenerate n-example over

Q(X) of degree d with Supp

~

� � f�1; 0;1g. Then for any nondegenerate 3-example (g

1

: g

2

:

g

3

) over Q(X) we have a nondegenerate n-example � = (

~

f

1

(g1; g2; g3) : : : : :

~

f

n

(g1; g2; g3))

such that

h�

logN�

= d

h(g

1

: g

2

: g

3

)

logN(g

1

: g

2

: g

3

)

On one hand, this gives us a lower bound for the n-conjecture over Q(X).

Proposition 7.6.2 lim supL

Q[X]

� 2n� 5
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Proof: Theorem 1.4.5 proves that there is a sequence of 3-examples over Z[X] for which

h

logN

converges to 1. Using an n-example of degree 2n � 5 with support f�1; 0;1g, we can map

this sequence to a sequence of n-examples. Applying the lemma proves the proposition. �

On the other hand, since Brownawell and Masser proved the n-conjecture for function

�elds, we have an upper bound on the degree of n-examples with Supp � f�1; 0;1g.

Proposition 7.6.3 If � is a nondegenerate n-example over Q(X) of degree d with Supp� �

f�1; 0;1g, then

d �

1

2

(n� 1)(n� 2):

Proof: An example with d >

1

2

(n� 1)(n� 2) would contradict Theorem 6.2.2. �

For n = 3; 4, the bound by Proposition 7.6.3 is 1 and 3 respectively. This coincides with

our explicitly constructed examples. For n = 5, it is guaranteed that d � 6. We only know of

a 5-example of degree 5. Using ad hoc techniques, we can prove that no 5-example of degree

6 exists.

Theorem 7.6.4 No 5-example � over Q [X ] of degree 6 with Supp� � f0;�1;1g exists.

Proof: Suppose it does. Then the associated �ngerprint F has the properties that

#F = 5;

#(F \G

(t)

i;6

) 6= 1 for i = 0; : : : ; 6 and t = 1; 2; 3;

F \G

(t)

0;6

6= ; for t = 1; 2; 3:

That means that #(F \G

(t)

0;6

) � 2 for t = 1; 2; 3, meaning that at least one of the points (0,0),

(6,0) and (0,6) must be an element of F . By rotational symmetry, we only need to consider

the cases:

1. (0; 0) 2 F ; (0; 6); (6; 0) =2 F ,

2. (6; 0); (0; 6) 2 F ; (0; 0) =2 F ,

3. (0; 0); (6; 0); (0; 6) 2 F .

By intersecting F with various G

(t)

i

= G

(t)

i;6

we can exclude nearly all possible con�gurations.

The remaining cases can be checked by trying to solve the equations (7.1) together with

q

k;l

= 0 for (k; l) =2 F .

1. (see also Figure 7.2) F = f(0; 0); (i

1

; 0); (0; i

2

); (i

3

; 6�i

3

); (i

4

; 6�i

4

)g. Since F\G

(3)

5

6= ;,

some second point must lie in the intersection. That means that i

1

= 1 or i

3

= 1.

1.1. F = f(0; 0); (1; 0); (0; i

2

); (i

3

; 6�i

3

); (i

4

; 6�i

4

)g. Since F \G

(2)

1

6= ;, we have i

2

= 1

or i

4

= 5.

1.1.1. F = f(0; 0); (1; 0); (0; 1); (i

3

; 6�i

3

); (i

4

; 6�i

4

)g. Then (i

3

; 6�i

3

) and (i

4

; 6�i

4

)

must both lie in either G

(2)

2

or G

(3)

4

, which are mirror symmetric situations.

Assume the latter. Then i

3

= 1 and i

4

= 2 (or conversely). Then F \G

(2)

4

=

f(2; 4)g, which is in contradiction with the fact that no such intersection can

contain precisely one point.
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Figure 7.2: Con�gurations with one corner occupied.
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1.

1.1.

1.1.1.

1.1.2.

1.2.

1.2.1.

1.2.2.

1.1.2.1. 1.1.2.2. 1.2.2.1. 1.2.2.2.

333
333
333

1.1.2. F = f(0; 0); (1; 0); (0; i

2

); (i

3

; 6 � i

3

); (5; 1)g. Intersection of F with G

(2)

2

gives

i

2

= 2 or i

3

= 4.

1.1.2.1. F = f(0; 0); (1; 0); (0; 2); (i

3

; 6 � i

3

); (5; 1)g. Intersection with G

(3)

4

gives

i

3

� 2, which implies the impossible equality F \G

(3)

3

= f(i

3

; 6� i

3

)g.

1.1.2.2. F = f(0; 0); (1; 0); (0; i

2

); (4; 2); (5; 1)g. Intersection with G

(3)

2

gives i

2

� 4,

implying that F \G

(3)

3

= f(0; i

2

)g, which cannot be.

1.2. F = f(0; 0); (i

1

; 0); (0; i

2

); (1; 5); (i

4

; 6� i

4

)g. Intersection with G

(2)

1

gives i

2

= 1 or

i

4

= 5.

1.2.1. F = f(0; 0); (i

1

; 0); (0; 1); (1; 5); (i

4

; 6 � i

4

)g. This is a special case of the mir-

rored situation of 1.1. and is therefore impossible.

1.2.2. F = f(0; 0); (i

1

; 0); (0; i

2

); (1; 5); (5; 1)g. Intersection withG

(2)

4

gives that i

2

= 4

or i

1

� 4. By symmetry it su�ces to consider i

1

= 4 and i

1

= 5.

1.2.2.1. F = f(0; 0); (4; 0); (0; i

2

); (1; 5); (5; 1)g. Intersecting with G

(1)

3

and G

(3)

3

gives that i

2

= 3. If we solve the equations (7.1) with q

k;l

= 0 for (k; l) =2

F , then we only get the trivial solution, which does not correspond to a

nondegenerate 5-example.

1.2.2.2. F = f(0; 0); (5; 0); (0; i

2

); (1; 5); (5; 1)g. Intersecting with G

(1)

4

and G

(3)

2
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gives i

2

� 2 and i

2

� 4 respectively.

Figure 7.3: Con�gurations with two corners occupied.
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2.

2.1. 2.2. 2.3. 2.4. 2.5.

2.1.1. 2.1.2. 2.1.3.

2. (see also Figure 7.3) F = f(6; 0); (0; 6); (i

1

; 0); (0; i

2

); (i

3

; i

4

)g. Since #G

(1)

1

\ F � 2 as

well as #G

(1)

5

\ F � 2 and (6; 0); (0; 6) =2 G

(1)

1

; G

(1)

5

, we have that at least one point

must lie in G

(1)

1

\G

(1)

5

\ F . By symmetry, it su�ces to consider �ve situations:

2.1. G

(1)

1

\G

(1)

5

\ F = f(0; 1)g,

2.2. G

(1)

1

\G

(1)

5

\ F = f(1; 1)g,

2.3. G

(1)

1

\G

(1)

5

\ F = f(0; 1); (1; 0)g,

2.4. G

(1)

1

\G

(1)

5

\ F = f(1; 1); (1; 0)g,

2.5. G

(1)

1

\G

(1)

5

\ F = f(0; 1); (1; 1); (1; 0)g.

2.1. F = f(6; 0); (0; 6); (i

1

; 0); (0; 1); (i

3

; i

4

)g with i

1

� 2 and not both i

3

and i

4

� 1.

Intersection with G

(1)

1

gives i

3

� 1, which implies that i

4

� 2. Intersection with

G

(3)

1

then gives i

4

= 5 or (i

3

; i

4

) = (1; 4) or i

1

= 5.

2.1.1. F = f(6; 0; (0; 6); (i

1

; 0); (0; 1); (i

3

; 5)g with i

3

= 0 or 1. Intersecting with G

(1)

2

gives that i

1

= 2. Intersecting with G

(2)

3

then gives a contradiction.

2.1.2. F = f(6; 0); (0; 6); (i

1

; 0); (0; 1); (1; 4)g. Intersecting with G

(1)

3

gives that i

1

= 2

or 3. If i

1

= 2, then intersecting with G

(2)

3

gives a contradiction. If we solve the
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equations (7.1) with q

k;l

= 0 for (k; l) =2 f(6; 0); (0; 6); (3; 0); (4; 0); (0; 1); (1; 4)g,

we only get the trivial solution.

2.1.3. F = f(6; 0); (0; 6); (5; 0); (0; 1); (i

3

; i

4

)g. Intersecting with G

(3)

2

gives i

4

� 3 and

intersecting with G

(1)

4

gives i

4

� 2.

2.2. F = f(6; 0); (0; 6); (i

1

; 0); (0; i

2

); (1; 1)g, i

1

; i

2

� 2. Intersecting with G

(1)

3

gives i

1

or i

2

� 3. Intersecting with G

(2)

5

gives i

1

= 5 or i

2

= 5. Due to mirror symmetry,

it su�ces to consider F = f(6; 0); (0; 6); (5; 0); (0; i

2

); (1; 1)g with i

2

= 2; 3. G

(3)

2

gives a contradiction.

2.3. F = f(6; 0; (0; 6); (1; 0); (0; 1); (i

3

; i

4

)g. Intersecting with G

(3)

4

gives i

3

� 2. Inter-

secting with G

(3)

2

gives i

4

� 2. G

(2)

5

gives a contradiction.

2.4. F = f(6; 0); (0; 6); (1; 1); (1; 0); (0; i

2

)g. Intersecting with G

(2)

5

gives i

2

= 5, whereas

intersecting with G

(2)

4

gives that i

2

= 4.

2.5. F = f(6; 0); (0; 6); (1; 0); (1; 1); (0; 1)g. Intersecting with G

(2)

3

gives a contradiction.

Figure 7.4: Con�gurations with three corners occupied.

3.

3.1. 3.2.

3. (see also Figure 7.4) F = f(0; 0); (6; 0); (0; 6); (i

1

; i

2

); (i

3

; i

4

)g. Since G

(1)

1

, G

(2)

1

and G

(3)

1

each contain at least 2 points of F , we have that in at least one point must lie in an

intersection of two of these Gs. Due to rotation symmetry, no generality is lost in

assuming that (i

1

; i

2

) 2 G

(1)

1

\ G

(2)

1

, which means that (i

1

; i

2

) 2 f(1; 0); (1; 1); (0; 1)g.

Due to mirror symmetry, we only need to study two of these cases.

3.1 F = f(0; 0); (6; 0); (0; 6); (1; 0); (i

3

; i

4

)g. Then we have the contradiction that

(i

3

; i

4

) 2 G

(2)

2

\G

(3)

4

\G

(2)

5

= ;:

3.2 F = f(0; 0); (6; 0); (0; 6); (1; 1); (i

3

; i

4

)g. Then we have that (i

3

; i

4

) 2 G

(2)

3

\G

(3)

3

\

G

(2)

5

= f(2; 3); (3; 3); (3; 2)g. Solving (7.1) with q

k;l

= 0 for (k; l) =2 F gives only

the trivial solution for each of these F .

�



Chapter 8

Explicit 4-Examples over Q

8.1 Motivation

In [BB92] Browkin and Brzezinski formulate a stronger version of the n-conjecture.

Conjecture 8.1.1 (Browkin, Brzezinski) lim supL

n;Q

= 2n� 5.

As we have seen in the previous section, if true, this conjecture is sharp. The conjecture is

based on the following beliefs.

B1 The n-conjecture over Q is not essentially stronger than the ABC-conjecture together

with the n-conjecture over Q(X).

B2 The bound in Theorem 6.2.2 should be linear instead of quadratic.

We have a vague indication that B2 might be correct. For n = 3; 4 the bounds 2n � 5 and

1

2

(n � 1)(n � 2) coincide. For n = 5, we have seen that the bound by Theorem 6.2.2 of

deg � = 6 cannot be achieved for 5-examples � with Supp� = f�1; 0;1g.

Belief B1 states that there is no interesting family of n-examples over Q that is not the

image of some sequence of 3-examples under some n-example � over Q(X). To get any idea

as to whether this is true or not, it might be informative to look at all interesting n-examples

over Q with height beneath some bound M

2

. An example is interesting if the ratio � of the

height and the log of the norm exceeds some bound �

0

. We will look at 4-examples with

height beneath log 10

15

and a ratio better than �

0

= 4.

8.2 Method

First we derive a standard form for writing 4-examples over Q . We look at solutions of

A�B � C +D = 0

with gcd(A;B;C;D) = 0 and no proper subsum equal to 0. Without loss of generality we

assume A;B;C;D 2 Z and jAj � jBj � jCj � jDj > 0 and A > 0.

If B < 0 then A�B � 2jBj and A�B = C�D, which implies that jAj = jBj = jCj = jDj

with C = �B. This means that there is a proper subsum that vanishes. We conclude that

53
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B is nonnegative and therefore jBj < jAj. By jAj = jB + C �Dj � jBj+ jCj+ jDj � 3B we

have

1

3

A � B < A:

This means that A � B > 0, implying that �C + D < 0 and hence C > 0. From 2C �

jCj+ jDj � jD � Cj = jA�Bj, if follows that

1

2

(A�B) � C � B:

This leaves us with

1 � jDj � C:

In this notation we have

h(A : B : C : D) = logA and

logN(A : B : C : D) = r(A;B;C;D):

If we are interested in all nondegenerate 4-examples over Q with

M

1

� h(A : B : C : D) �M

2

and

h(A:B:C:D)

logN(A:B:C:D)

� �

0

;

then it su�ces to take M

1

� A �M

2

and

logM

2

� h(A : B : C : D) � �

0

logN(A : B : C : D):

In other words, we only need to look at examples such that

r(A;B;C;D) �

logM

2

�

0

:

This limits the number of possible prime bases from which A;B;C;D are constructed. Denote

the collection of possible prime bases by

B

M

2

;�

0

:=

(

fp

1

; : : : ; p

k

g : p

i

prime for i = 1; : : : ; k; k � 2;

k

Y

i=1

p

i

�M

1

�

0

2

)

:

Let P 2 B

M

2

;�

0

be such a prime basis. The norm of any example constructed from primes

from this basis will be less than or equal to

B

P

:=

Y

p2P

p:

If there is another prime basis Q 2 B

M

2

;�

0

such that P ( Q then any example over P is also

an example over Q. Let q be the smallest prime number such that q =2 P. Put Q = P [ fqg.

De�ne

T

P

:= B

Q

:

Denote

V

P;M

2

:= fn 2 Z : jnj �M

2

; n =

Y

p2P

p

e

p;n

g:

All 4-examples with M

1

� h(A : B : C : D) � M

2

and

h(A:B:C:D)

r(A;B;C;D)

� �

0

can be computed

as follows.
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1. Construct B

M

2

;�

0

by generating all primes smaller than M

1

�

0

2

and selecting subsets P

that satisfy

Q

p2P

p �M

1

�

0

2

.

2. For all P 2 B

M

2

;�

0

:

(a) Construct V

P;M

2

by combining primes from P and store this set sorted.

(b) Use bisection to �nd A

1

:= max(B

�

0

P

;M

1

).

(c) Let A run through V

P;M

2

from A

1

until A > min(M

2

; T

�

0

P

),

Let B run through V

P;M

2

from

1

3

A until B � A,

Let C run through V

P;M

2

from

1

2

(A�B) until C > B:

i. Check gcd(A;B;C) = 1.

ii. D := B +C �A; check D 6= 0. (otherwise we would have found a 3-example)

iii. Check if D 2 V

P;M

2

.

iv. If all checks OK, then report A;B;C;D as an example.

8.3 Results

Table 8.1: 4-examples with height� 10

15

.

A B C D

h(A:B:C:D)

r(A;B;C;D)

New

5

12

7

3

2

3

3

21

2 3

8

5

4

7 �1 4:703661794 no

2

33

29

3

3

30

2

11

3

11

7

3

29 �7

9

4:641225167 no

3

11

5

2

2

22

3 5

7

2

2

4:499477473 yes

3

24

5

3

2

45

2

15

3

9

5 37 �37

3

4:448730142 no

3

2

7

11

2

11

3

14

2

12

5

9

�5

2

7

5

4:414019371 yes

7

12

2

15

3

3

5

6

2

5

3

2

5

2

7

4

�1 4:367019301 yes

3

12

5 2

15

3

4

5

5

2

7

4:349287536 no

3

24

13

3

5

21

2

10

3

9

5

7

7 13 �2

30

7

3

4:305017454 no

2

2

3

12

3

3

5

7

2

14

�5 4:283680185 yes

2

21

2

10

3 5

4

3

11

�5 4:279695988 no

2

21

5

9

2

7

3

2

5

3

�3

3

4:279695988 no

3

16

19

3

2 5

5

19

6

5

13

2

2

3

2

4:162090617 yes

2

4

3

3

5

16

2

4

3

15

11

5

7

11

11

4

5

8

7

5

4:108382269 yes

3

15

11

3

2

11

3

6

5

4

11 2

33

�5

12

4:082167946 no

3

11

5 2

15

3

3

2

3

5

3

1 4:026280028 yes

3

11

5 2

15

3

3

2

10

5

2

4:026280028 yes

3

24

2

21

7

6

2

7

3

9

7

2

17

2

�17

6

4:012656302 no

The object of the systematic search for 4-examples is to see if there are any interesting 4-

examples that are not parametrized by 3-examples. The best known 4-example comes from

the 3-example that has been found by E. Reyssat.

2 + 3

10

109 = 23

5

;

5 log 23

log(2 3 23 109)

= 1:629911684:



CHAPTER 8. EXPLICIT 4-EXAMPLES OVER Q 56

If we make a 4-example of this, we get

23

15

� 3

10

109 � 2 3

11

23

5

109 � 2

3

= 0; � = 4:889735052:

The algorithm from the previous section has been used to determine all 4-examples with

A � M

2

= 10

15

and � > �

0

= 4. This has taken approximately 292 CPU-days in total on

mainly Silicon Graphics Indy-computers and HP9000 workstations. Note that 10

20

< 23

15

<

10

21

, which means that examples of the same magnitude as Reyssat's example are well out

of reach. The results are in Table 8.1. The last column denotes if the example is new or is

the image of a 3-example.

This table proves that there de�nitely are interesting 4-examples that are not the image

of a 3-example. They are not very interesting in comparison to old examples, though. It

would be interesting to see if there are any new 4-examples near the image of Reyssat's

example. This cannot be done with the presented algorithm in any practical sense, however.

We therefore conclude that no extra ground for belief B1 has been found. It has become less

likely in the sense that the existence of new and reasonably interesting examples is proved.



Appendix A

Computer Searches

The search done in Chapter 7 is typical for searches in number theory. The important

properties are that

� they are huge in terms of needed computer time,

� searches in di�erent areas of the space to be searched are almost completely independent,

� very few results are to be expected.

The �rst property compels us to use several computers simultaneously. Furthermore, it is

hardly ever possible to get dedicated equipment. Therefore we have to use the computers in

such a way that their performance in other tasks is a�ected as little as possible.

The other properties enable us to do this with virtually no penalty.

A.1 Idle Time Stealing

Workstations do nothing most of the time. That time can be used to do useful calculations.

However, sometimes, the owner of the workstation has need of the processing power of the

computer. Then, the background process should suspend itself to allow the primary user full

access to the resources of the computer. If the primary user has no need for processing power

anymore, then the background process can continue.

One way of checking whether a computer is used interactively or not, is to see if anyone

is logged in. People tend not to log out when they have a co�ee break, however.

Another criterion is the system load. This is a numerical value that is updated periodically

by the operating system. It symbolizes the average number of processes that could occupy

the processor completely. A system load below 1 means that the computer still has time to

spare. Typically, a computer that is only used for typing in text has a system load around 0.2.

By periodically checking the system load we can control a background process dynamically.

If the load drops below, say 0.5, the process can be activated. Then the load will rise to at

least 1, since now the processor always has work to do. If the load rises too high, however,

then it is clear that there is a demanding task besides the background process. In that case,

the background process should be suspended.

By adjusting the activation and suspension thresholds according to o�ce hours, number

of logged in users and whether or not the keyboard is locked for input, one can produce a
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very �nely tuned control scheme for background tasks. This idea has been implemented for

the search described in Chapter 7 and performed satisfactorily.

A.2 Job Distribution

Using several computers for the same problem means that the problem has to be split into

small chunks. For the search in Chapter 7, this is easy. There are natural splits at the changes

of prime bases and, if needed, jobs can be split further by splitting the interval for A. Once

all information is given to a particular computer, hardly any communication is needed. If the

computer �nds an example, it must report it and if it has �nished the job, it has to request

a new one.

First, a �le is produced with on each line a job description. This can be done automatically.

In the case of Chapter 7, this line consists of the prime basis and the bounds for A.

Each computer that is used, reads a line from the �le. A special routine ensures that only

one computer at the time can read from the �le, ensuring that each line is read only once.

Then, the job is executed. Results are written to another �le using a similar routine. If the

job is �nished, a new line is read.

One big advantage of this model is the versatility. New computers can be added to the

team dynamically without problem. If a computer goes down, then only the job the computer

was working on, is lost. That can be diagnosed by the absence of a \job �nished"-line for

that job in the output �le. The describing line of the lost job could even be reappended to

the input �le while the other computers continue with the other jobs, thus reinserting the job

in the queue of jobs to do.

Furthermore, job scheduling is done completely dynamical. It is not relevant how long

each job actually takes, since if a computer gets a particularly laborious job, then this is

automatically compensated by the other computers continuing with the other jobs. This is

especially important if the job is executed under an Idle Time Stealing scheme, since unex-

pected heavy use of a particular computer by other users can suspend the job for considerable

time.

One big drawback is that the read and write routines have to acquire sole reading and

writing rights between several computers. This is expensive (one should think of 0.1 to 5

seconds). Such penalties are only acceptable if these are very rare events, if only otherwise

there would be too much conicts in acquisition of rights. As remarked earlier, luckily most

number theoretic searches satisfy this condition.

This job scheduling scheme was implemented for the search described in Chapter 7 and

performed well.



Summary

Chapter 1 describes the ABC-conjecture in two typical cases where formulation is particularly

easy. In the �rst case, the conjecture can be proved. In fact, historically, this is the motivation

for the ABC-conjecture in general. As an illustration some applications are given and some

associated questions are answered.

Chapter 2 through Chapter 4 describe general theory that is used in the sequel.

Chapter 5 formulates ABC in full strength and gives an application by showing that the

Mordell Conjecture (Faltings's Theorem) follows from ABC.

Chapter 6 investigates problems that arise when the analogue of the ABC-conjecture is

formulated for more variables. This leads to a formulation that coincides with [BM86] and

[BB92]. A strong connection between the n-conjecture over number �elds and the n-conjecture

over rational function �elds is displayed.

Chapter 7 investigates the ways in which examples for the n-conjecture for function �elds

can be used to parametrize examples for the n-conjecture for number �elds by ABC-examples.

The existence of a certain family of such parametrizations is proved. This family is a gen-

eralization of the parametrizations that Browkin and Brzezinski presented in [BB92]. In a

special case, one can prove that members of this family are optimal in some sense.

Chapter 8 investigates whether there exist interesting 4-examples that are not parame-

trized in the sense of Chapter 7. Results are indecisive due to the lack of a reasonably e�cient

algorithm that does exist in the case of 3-examples (see [Nit93]).
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