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It is shown that n! can be evaluated with time complexity O(log log n M(n log n)),
where M(n) is the complexity of multiplying two n-digit numbers together. This is
effected, in part, by writing n! in terms of its prime factors. In conjunction with a
fast multiplication this yields an O(n(log n loglog n)”) complexity algorithm for n!.
This might be compared to computing n! by multiplying 1 times 2 times 3, etc.,
which is 2(n?log n) and also to computing n! by binary splitting which is O(log n
M(nlogn)). @ 1985 Academic Press. Inc.

From a complexity point of view one of the least efficient ways to
calculate large factorials is to multiply the successive integers together. Any
binary splitting on the multiplication substantially reduces the complexity.
However, the best available asymptotic bounds are attained by writing n! in
terms of its prime divisors.

We let M(n) denote the time complexity of multiplying two n (decimal)
digit numbers together and we make the assumption that M is non-decreas-
ing and M(2n) < 4M(n) < 2M(2n). This is satisfied by usual multiplica-
tion which is O(n?) and Schonhage-Strassen multiplication which is O(n
log n log log n).

Suppose we evaluate n! by multiplying 1 times 2 times 3, etc. This
calculation requires computing k! for each k < n and since k! has Q(k log k)
digits we observe that this computation is

sz( 2 klogk) = Q(n%logn).

k=1

That is, cn*logn is a lower bound for the time of this calculation.
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It is straightforward to reduce the time to O(log n M(nlogn)) as the first
proposition shows. With a fast multiplication this provides an O(n(logn)?
log log n) method for computing factorials.

PROPOSITION 1.  The time required to multiply k a-digit integers together
is O(logk M(k - a)).

Proof. Suppose k = 2". We divide the k numbers into pairs and multi-
ply to construct 2”71 2a-digit numbers. Continuing inductively we see that
the complexity of the calculation at the ith step is < 2" 'M(2' 'a) and
thus, the total complexity is

h
< Y 2" M2 )
i=1
h
< Z 2h7i2-(h-i+1)M(2ha)
i=1
= gM(Z"a). 0

This is only an improvement provided a fast multiplication is used. With
an ordinary multiplication both the above method and the usual method for
evaluating n! are of complexity O(n’(logn)?).

The order of the complexity estimate for computing »! as in Proposition
1 is independent of how the numbers 1 through n are arranged initially.
Since half the numbers are of length O(logn) one cannot reduce the
complexity by taking advantage of the fact that some of the multiplications
are of lower order.

We now show how to derive a complexity of O(loglogn M(nlogn)) for
n!. The steps of the calculation are as follows:

Step 1. Construct a table of primes p,2 < p < n.
Step 2. Compute the exponent of each p in the factorization of n!.
Step 3. Calculate the O(log n) numbers

a; = (np)r’

where the product is taken over those primes p whose index in n! has a
non-zero multiple of 2/ in its base two expansion.

Step 4. Compute n! = [la,.
PROPOSITION 2. The complexity of evaluating n', using steps 1-4, is

O(loglogn M(nlogn)).
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Proof. The complexity of Step I. We use a straightforward sieve method
to construct a table of primes. Start with a table of integers 2 through n. At
the ith stage we remove all integers that are multiples of p, the ith prime.
‘The complexity of this ith operation is O((n/p;)log n), since it requires n/p,
additions and comparisons of numbers of length at most logn. (Note that
the above O is in both n and i. We shall adopt the convention that
O(f(n,i)) means that the bound is provided as n + i — oo through the
feasible values.) Since Zp, <«(1/p;) = O(loglog n), the total complexity is

O( Y. (n/p)logn| = O(nlognloglogn). (1)

pisn
The crude estimate, though sufficient for our purposes, is far from best
possible. A bound of O(nlogn/loglogn) is established in [5].

The complexity of Step 2. The index of p in n! is given by £= [n/p’],
where [x] denotes the greatest integer less than or equal to x. This quantity
can be evaluated employing O(log n) divisions and additions and hence has
complexity

O(logn M(logn)).

Here we have used the fact that division is linearly equivalent to multiplica-
tion (see [1]). Thus, the complexity for working out the indices of all the
primes < n is

O(nM(logn)) < O(M(nlogn)), (2)

since there are O(n/logn) primes less than n.
The complexity of Step 3. Consider B;, where

B = (ai)l/2, =T1lp,

the product being taken over those primes p whose index in n! has a
non-zero multiple of 2’ (i.e., a non-zero ith digit) in its binary expansion.
Each prime p in the above product satisfies

e
PR

Note that the index of p is bounded above by

oC

2n
X<
1P P

|

3

Thus, since there are at most O(2n/2'log(2n/2')) primes less than 2n/2',
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we have

2n (e-2n/2l0g(2n/2"))
2’
— ecln/2' - ec*n/2" (3)
where ¢* and ¢ are independent of n and i. Also
a, < e’ (4)

Now B, is a product of O(n/2log(n/2')) terms each of O(log(n/2")) digits.
It follows from Proposition 1 that the time required to compute f; is

0(@;%1\4(%)). (5)

The order in (5) is independent of both n and i. Thus, the complexity of
computing all the B, is

O(O(’_]in)log%M(%)) — O(logn M(n)) = O(M(nlogn)). (6)

If a is an a-digit integer then a? can be calculated by repeated squaring
in time
k-1
0( Y M(2"a)) = 0(M(2*a)).
h=0
Thus, by (3), given B; we can compute a; = ,B,.zi with complexity of
*
O(M(C2—,_"2") — 0(M(n))
and since there are O(log n) of the a, they can all be computed in time
O(logn M(n)) = O(M(nlogn)). (7

The complexity of Step 4. Given the a; we wish to calculate [la, = n!.
This, by (4), requires O(log n) multiplications of O(n) digit numbers and,
by Proposition 1, is of complexity.

O(loglogn M(nlogn)). (8)

The total complexity is now given by (1), (2), (6), (7), and (8) which is
dominated by (8) and is

O(loglogn M(nlogn)). O
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The few pieces of number theory needed for Proposition 2 may be found
in [2] and, in part, in [3]. A discussion of fast multiplication is available in
[4]). Since n! has O(nlogn) digits it seems unlikely that it has lower
complexity than O(M(nlogn)). Whether the loglogn is necessary is more
problematical.
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